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ABSTRACT

Although flash cells wear out, a typical SSD has enough cells and suf-
ficiently sophisticated firmware that its lifetime generally exceeds
the expected lifetime of its host system. Even under heavy use, SSDs
last for years and can be replaced upon failure. On a smartphone,
in contrast, the hardware is more limited and we show that, under
heavy use, one can easily, and more quickly, wear out smartphone
flash storage. Consequently, a simple, unprivileged, malicious ap-
plication can render a smartphone unbootable (“bricked”) in a few
weeks with no warning signs to the user. This bleak result becomes
more worrisome when considering the fact that smartphone users
generally believe it is safe to try out new applications.

To combat this problem, we study the I/O behavior of a wide
range of Android applications. We find that high-volume write
bursts exist, yet none of the applications we checked sustains an
average write rate that is high enough to damage the device (un-
der reasonable usage assumptions backed by the literature). We
therefore propose a rate-limiting algorithm for write activity that
(1) prevents such attacks, (2) accommodates “normal” bursts, and
(3) ensures that the smartphone drive lifetime is longer than a
preconfigured lower bound (i.e., its warranty). In terms of user
experience, our design only requires that, in the worst case of an
app that issues continuous, unsustainable, and unusual writes, the
user decides whether to shorten the phone’s life or rate limit the
problematic app.
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1 INTRODUCTION

Smartphones typically include flash-based storage, because flash
offers benefits such as fast random access, shock resistance, high
density, and decreasing costs. A main drawback, however, is that
flash cells can tolerate only a limited number of writes (i.e., pro-
gram/erase cycles) before becoming unusable. Vendors therefore
apply various methods to increase the lifetime of flash packages [19,
41, 44, 48, 55, 59, 69, 84, 92, 93, 147], primarily by (1) provisioning
more physical than logical flash cells, and (2) using a sophisticated
firmware layer to spread the wear across these cells.

One can determine how many physical flash cells are needed
to support an expected device capacity in its logical block address
(LBA) space, and a lifespan of, say, three years, by using a sim-
ple, back-of-the-envelope calculation: take the expected number of
writes for the advertised LBA space over a three year period, and
divide it by the number of per-cell program-erase cycles that indi-
vidual cells can tolerate [36, 40, 42, 67, 97, 106, 120, 129, 131, 133].
Consequently, most high-end SSDs have multi-year warranties [76,
120, 124, 131, 133]. Field studies on the lifetime of consumer-grade
SSDs demonstrate that even these relatively inferior devices can
last for years under strenuous workloads before failing [36, 129].
Section 2 provides background on flash storage and discusses how
the lifetime of SSDs is estimated and managed. Because the life-
times of high-end SSDs are warrantied, we speculate there is a
common, but inaccurate perception, both in academia [42, 67, 106]
and among users [40, 97, 129], that flash endurance is effectively a
non-issue for any flash device.

The first contribution of this paper is an empirical evaluation
of the lifespan of flash storage on a range of mobile phones.
Our results in Section 3 demonstrate that flash lifespan is not a
solved problem in this context. In Section 4 we explain how to
exploit this vulnerability using a simple, unprivileged app that
can easily issue a lifetime’s worth of writes in a few short weeks,
rendering the phone unbootable, or “bricked”. Moreover, we show
how this malware can throttle its write activity so as to remain
undetected by the user, until the phone stops working. We call this
application the “wear-out app”, or WAPP. We measure the lifespan
and minimal time to wear-out several different mobile flash devices,
at various price points, and the results are consistent: wearing out
mobile flash is much easier than wearing out a regular SSD. This
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Figure 1: The bandwidth-to-capacity ratio over time for smart-
phones and Intel’s SSDs. The ratio of bandwidth-to-capacity for an
SSD tends to balance over time, whereas phones can become danger-
ously skewed toward high bandwidth and low capacity.

paper adds additional experiments and data to our preliminary
results on wear-out in mobile devices [150].

The problem stems from an imbalance between the write band-
width and the capacity of the drives, illustrated in Figure 1 for
SSDs [137] and smartphones [13, 15, 16, 22-26, 54, 79]. Technologi-
cal advancements, such as faster interfaces or improvements in flash
technology, may temporarily change the balance. Over time, the
bandwidth-to-capacity ratio evolves in a manner that tends to even
out for SSDs. In contrast, the lower capacity of smartphones, cou-
pled with more limited hardware and less sophisticated firmware,
tend to create a dangerous imbalance: smartphone apps can easily
issue a lifetime’s worth of writes in a short time.

This problem is alarming because mobile ecosystems have cre-
ated an arguably false sense of security—that trying out an app will
not permanently damage your device. Mobile operating systems
(OSes) have a tighter security model than a desktop OS [27, 28, 34],
and app stores have some review process, even if it can be lax in
practice [110, 134, 152]. As a result, users often give little-to-no con-
sideration before downloading third-party applications [65, 74, 107],
rooting their devices, and trusting applications. Yet neither the vet-
ting process for these applications, nor the underlying OS storage
abstractions are designed to manage permanently consumable re-
sources [114] and prevent wear-out attacks. If a phone’s flash is
worn out, whether maliciously or not, it is not user-serviceable; in
terms of repair cost and data integrity, destroying the flash is tanta-
mount to destroying the device. To make things worse, unlike their
full-fledged SSD counterparts, the specifications, performance char-
acteristics, and lifetime estimates of mobile storage devices are not
made public. Vendors make no claims about the longevity of these
devices. Furthermore, the tight hardware budget of these devices
limits the applicability of common lifespan extension techniques.

The second contribution of this paper is a characterization of
the write I/O behavior of a wide range of benign smartphone
apps, with a particular focus on write-intensive apps (Section 5).
Our findings show that many applications issue minimal I/Os (well
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below 200 KiB/s) but some applications can indeed generate intense
write bursts. In practice, these bursts are not sustained long enough
to be problematic, except in the most extreme cases.

The third contribution is an empirical explanation of why
benign apps do not wear out smartphone flash in practice.
Although write-intensive apps can issue significant bursts of I/O
activity, when averaged over a typical day of use, the average write
bandwidth can be sustained for several years. As supported by
recent studies [33, 49], we assume that a typical user (1) uses apps
on their smartphone for two hours a day; and (2) this usage is spread
among a range of apps from different categories.

Because I/O-intensive malicious apps can pose a threat to users,
Section 6 contributes a defense against dangerous I/0 behav-
iors and the WAPP attack, using unmodified, commodity hard-
ware. Based on the characterization of expected app behavior, we
design a policy such it is never felt by users in the vast majority of
cases, unless: (i) they are under attack, or (ii) they exceed reasonable
usage assumptions. Our solution begins by setting a target lifespan
for the device, say 2-3 years. The OS tracks the remaining total
writes and lifespan, and periodically allocates available writes to
applications. Some writes are given to applications directly, and
some are held in a slack pool. As the slack writes are consumed,
heavy consumers are flagged and potentially rate-limited.

Our analysis shows that there are, admittedly less likely, scenar-
ios where a user could shorten the lifespan of her phone through
extremely heavy, intended use. For example, Final Fantasy is a
write-heavy application, and one who plays for 16 hours per day
every day could shorten the lifespan of the phone. Unfortunately,
there is no general way to distinguish between this situation and
an attack; in any case the result is the same: the user has installed
an app that will shorten the lifespan of the phone. In terms of user
experience, we believe this is the point at which the user should
be warned that one or more apps will shorten the lifespan of the
device, and she can decide to remove the app, rate-limit the app,
or accept risks and continue. For reasonable use cases, our defense
does not disrupt normal apps, and can resist the WAPP attack.

Although this paper focuses on smartphones, we believe this
concern generalizes to any mobile or embedded device, from a
smartwatch to internet-of-things gadgets to critical infrastructure,
such as smart meters. The requirements are simply (1) less expen-
sive flash devices and (2) the ability to execute user-level code,
either via an app store, or perhaps loaded through another exploit.
Although the main harm in the case of a smartphone user is the
cost of a phone and its data, one could imagine more drastic conse-
quences in rendering critical infrastructure or smart medical devices
unexpectedly inoperable. Thus, it is likely that wear management
will be a growing concern in new classes of devices that integrate
small computers with other aspects of daily life.

2 BACKGROUND

NAND Flash. Flash packages are composed of large arrays of se-
rially connected floating-gate cells [59]. Data is written by charging
cells to a target voltage levels. The logical value of a cell is read
by comparing its voltage to a voltage threshold. Data is read and
written at page units, typically 4-16 KiB. Pages are further grouped
into blocks, typically 256-4096 KiB in size.
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Flash memories cannot update data in-place [61, 145, 154]. Up-
dating a page requires that it first be erased, which reinitializes
the voltage levels of the cells at the coarser granularity of a block.
This process of writing (or programming) and erasing is called a
Program/Erase cycle, or P/E cycle.

Because flash memories prohibit updates in-place, the SSD firm-
ware, called a flash translation layer (FTL) must reclaim and move
live data to different physical blocks, so that blocks can be erased
and accept new data. Consequently, host-level writes may result in
internal garbage collection overheads, where a larger amount of
live data must be internally rewritten in order to erase a block for
new writes, or, firmware-level write amplification [52, 69].

Flash blocks can endure a limited number of P/E cycles. Over
time, additional electrons become trapped in the floating gate, caus-
ing uncorrectable bit errors. Some number of bit errors can be
corrected transparently with parity checks, but a flash block can
age to the point that it generates more bit errors than parity can cor-
rect. This problem is exacerbated as flash memories become denser.
Earlier generations of flash chips, storing 1 bit per cell, endured up
to 100K P/E cycles. Modern chips, storing 2—4 logical bits per cell,
can only endure 1-3K P/E cycles [43, 62, 125].

A plethora of methods have been proposed to improve the life-
time of flash storage, primarily by evenly distributing wear over
flash blocks [19, 39, 59] and using error-correcting codes [41, 55]
to compensate for bit errors. Additional methods for extending
SSD lifetime include high and low-endurance flash hybrids [46, 93],
intra-SSD redundancy [86], data reduction [48, 140, 155], and re-
shaping [80, 84, 92]. Cai et al. [43] provide an extensive review of
flash lifetime extension techniques.

SSD Lifetime Estimation in the Wild. Lifetime estimates of flash
packages allow us to speculate on the lifetime of SSDs. Conserva-
tively assuming that various optimizations in hardware, firmware,
and software balance out ill-behaved user workloads, one can as-
sume that the SSD can endure at least as many rewrites as its under-
lying storage media. For a typical consumer-grade SSD, this means
3K rewrites [125] of the drive’s advertised capacity, or, three drive
writes per day over three years. Several recent studies by datacenter
operators corroborate this calculation and independently conclude
that various SSDs last for years [103, 108, 125], despite relatively
strenuous usage patterns. Other studies also concluded that SSDs
can write petabytes of data before failing [36, 129]. Such findings
lead many consumers to believe that SSDs last for extremely long
periods of time [40, 42, 67, 97, 106, 129]. Vendor drive warranties
reflect more concrete and conservative estimates of SSD usage and
lifetime expectations; vendors also expect modern flash drives to
last for years under typical usage patterns [76, 120, 124, 131, 133].

The combination of strong vendor warranties and the experience
of commercial SSD products lasting for years under strenuous usage
leads to a common perception that the endurance of flash-based
drives is effectively a non-issue.

3 MEASURING WEAR-OUT

This section measures the performance characteristics of several
mobile flash devices, under random and sequential write workloads.
We demonstrate that these workloads can wear out the devices
quickly, despite differences in the underlying hardware.
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Device (Storage info.) (o

eMMC 8GB
(THGBMBG6D1KBAIL eMMC 5.0 [132])

eMMC 16GB (iNAND 7030 eMMC 5.0 [123])
4#SD 16GB (Kingston SDC4/16GB [90])

Ubuntu 16.04
(kernel 3.14.79)

Samsung S9 64GB

(Toshiba THGAF8GYT43BAIR UFS 2.1) [18] Android 9

Samsung S6 32GB

(Samsung KLUBG4G1BE-E0B1 UFS 2.0) [10] Android 6.0.1

Moto E 8GB (Samsung QN1SMB eMMC 4.5) [8] Android 5.1
BLU 512MB (K524G2GACH-B050 NAND Flash) [6]

BLU 4GB (TYCOFH121638RA eMMC) [5]

Android 4.4

Table 1: Evaluated mobile storage devices.

3.1 Evaluation Setup

Our experiments use a range of prevailing mobile storage solutions
on the market, including eMMC, UFS, and MicroSD (uSD) [37, 77,
78]. Table 1 lists the devices used in our experiments. The first
class of measured devices includes two external eMMC chips and a
conventional pSD card, also commonly used as external, additional
storage in smartphones. All experiments on external eMMC chips
were performed using the ODROID C2 platform [64].

We also measure smartphones. Most experiments use a mid-
range Moto E 2nd Gen smartphone [8] and two high-end Samsung
smartphones, S6 and S9 [10, 18], which have UFS [78] storage de-
vices. We also examine two budget smartphones, referred to as
“BLU 512MB”[6] and “BLU 4GB”[5], to see how cheaper hardware
affects lifespan. Smartphone experiments are conducted using their
stock Android systems and default Ext4 file system, except the
Moto E 8GB, which uses F2FS[92], a flash-friendly file system. To
study the effect of file systems, we ran the same experiments on
two Moto E 8GB phones, one with F2FS and the other with Ext4.
All experiments in this section use the fio benchmarking tool [7].

3.2 Performance Characteristics

We first explore the I/O characteristics of eMMC chips, to under-
stand their behavior and find the most problematic I/O access pat-
terns for these devices. Figure 2 shows the throughput of a sequen-
tial and random I/O microbenchmark on an empty device, with
varying synchronous request sizes. For brevity, we omit read results,
which were similar to the write results.

Our results demonstrate that eMMC chips are faster than the
uSD card in all I/O patterns, contrary to a common conception that
eMMC chips are essentially repackaged pSD cards [53, 88]. Further-
more, random and sequential write performance of eMMC chips are
similar and generally scale linearly until the device is saturated. We
conclude that the I/O performance of modern eMMC devices hinges
on request size, as larger requests better utilize internal hardware
parallelism [19, 82, 144] and reduce storage software overheads.

3.3 External eMMC Wear-out

Based on the micro-benchmark results, we hypothesize that eMMC
chips can serve a large volume of intense write I/O activity within
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Figure 2: Mobile storage write throughput as a function of I/O write
size (higher is better).

a relatively short span of time. Such write activity can quickly
consume the P/E cycle quota of the underlying flash cells.

To test this hypothesis, we use the eMMC lifetime estimation
indicator [77]. This standard indicator is reported by the device
firmware, as a number from 1 to 11; when the indicator has value
n, it means the chip’s consumed lifetime is between (n — 1) * 10%
and n * 10%. The specifics of how the device’s lifetime is estimated
are proprietary and most likely vendor-specific. An indicator value
of 11 does not necessarily mean that the chip will immediately
stop functioning; rather, a value of 11 signifies that, according to
the firmware’s estimation, the chip has exceeded its maximum
guaranteed lifetime, may introduce uncorrectable errors in stored
data, and should be considered unreliable [77]. A chip at this state
could stop functioning at any moment.

We repeatedly issued 4 KiB writes in randomly selected regions
of four 100 MiB files on each external card, and measured the wear-
out indicator. Because flash cannot update in place, writing to the
same file and logical block on the device causes a new write to a
new physical location in the storage device. Notably, this simple I/O
pattern induces no write amplification, but simply forces repeated
re-programming of its flash pages. As a result, increasing the size
of the device’s over-provisioned space cannot significantly reduce

210

MobiSys 19, June 17-21, 2019, Seoul, Korea

02400

9 W

22000

[}

1600 |

f

Q

= 1200

8 o . o = o

S 800

g

< 400

o —8— eMMC 8GB

— 0 - —A— eMMC 16GB
I I I I I I I T T T
12 23 34 45 56 67 78 89 910 10-11

Wear-out Indicator

Figure 3: Amount of I/O needed to increment the wear-out indicator
on two external eMMC chips.

the wear-out effect of this access pattern without exceeding the
device’s price point.

The results in Figure 3 show that the required I/O volume to
increment the wear-out indicator is mostly constant throughout
the lifetime of the devices. The first few increments tend to hap-
pen faster, which we hypothesize is attributable to initial software
installation and vendor testing. In total, it takes a maximum of
992 GiB to increment the wear-out level by 10% in the 8GB eMMC
chip. Interestingly, this result is roughly 3% lower than the “back-
of-the-envelope” 3,000 complete rewrites one would expect to wear
out the device [43, 62, 125]. Moreover, at a maximum throughput
of 20 MiB/s, one could write this volume of data in 140 hours (6
days). For the 16GB eMMC chip, 23 TiB of writes are required to
reach end-of-life after 164 hours (7 days) at 40 MiB/s.

3.4 Smartphone Wear-out

In prior experiments [150], we found that both small, random writes
(as in the previous subsection), and large, sequential writes had
the same impact on flash lifespan in terms of total bytes written
to increment the wear indicator. However, we found that large,
sequential writes could be issued to the device faster, and realize
higher throughput on the underlying device. Thus, in this section,
we issued continuous, large, synchronous, sequential write opera-
tions to wear out mobile flash devices. All smartphone wear-out
experiments were run using a simple, malicious app (§4).

Our key result, illustrated in Figure 4, is that the storage device in
all phone models can be worn out in a matter of days to a few weeks.
Here, we show only the time to get to level 6 (except S9, which had
only reached 5 at the camera-ready due date); we took every device
all the way to 11, except the S6 and S9. Timing results vary, even
for the same device model, most likely due to firmware-specific
behaviors and optimizations, as well as the maximum throughput
the malicious app can achieve (e.g. by using native library support
which can better utilize the higher bandwidth provided by high-end
storage chips, time spent in 3=>4 decreased significantly on the
Samsung S6 phone we tested, as shown in Figure 4). Specifically,
time consumption in 1=>2 on Samsung S9 bursts to ~98 hours due
to a non-optimized WAPP in terms of I/O size, which is easily fixed
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Figure 4: Time to increment wear-out indicators on two smartphone
models and two external eMMC chips.

in following experiments. In the two budget smartphones “BLU
512MB” and “BLU 4GB” the flash storage chips did not provide
reliable wear-out indications. However, both phones were bricked
within two weeks. As for the two Moto E phones, both models were
bricked two weeks after reaching the maximum wear indicator
value. Notably, and consistent with Figure 1, the results are not
sensitive to the capacity of the mobile storage device being used.
This result is attributable to vendors increasing flash capacities
by either using high-density, low-endurance memories (e.g., TLC
flash [62]), or by scaling the number of flash units operated in
parallel. When combined with higher-bandwidth interfaces, the
result is a larger capacity device that is almost as susceptible to
wear-out attacks as its smaller predecessors.

Consistent with Figure 3, the time to get to the first few wear
indicators is typically less than the rest. In general, the measure-
ments after level 5 are more consistent for smartphones as well as
individual chips.

4 WEAR-OUT ATTACK

This section describes our threat model and a proof-of-concept
wear-out attack that works on real-life mobile systems using only
a simple, virtually permission-less app. We also discuss how our
app can evade various detection mechanisms.

4.1 Threat Model

We consider a benign system with a file system on a flash-based
mobile storage device (e.g., an eMMC chip), which provides users
the ability to install executable applications. The mobile device is
warrantied for L years (e.g., 2 years) and can sustain W terabytes of
flash-level writes. The device supports a maximum write bandwidth
of Bax, which, if applied constantly, will wear out the device before
L. We assume the file system respects synchronous I/0, i.e., an
fsync() immediately pushes dirty file data onto the underlying
storage device. We also assume user apps may write at least 100 MiB
to either private or public files.

We assume the adversary’s code is installed and can run on the
victim device. We envision a common case where the adversary’s
code hides its I/O-intensive nature from the end-user, such as by
disguising itself as a benign app or running as a “trojan horse” in
an advertising library in another useful app. We do not assume the
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app has any special privileges, nor do we require any other exploit
of the system.

4.2 Implementation and Avoiding Detection

We implemented a simple attack application, called WAPP. WAPP
continuously rewrites 100MiB files in the app’s private storage area,
which is allocated to the app by default. The app rewrites data with
large, sequential I/Os, in order to realize the maximum throughput
Bmax supported by the device. WAPP is only 963 lines of code.

Next, we experimented with the difficulty of hiding a malicious,
I/O intensive application on Android. We observe two likely indi-
cators of a problematic app that would manifest before the device
is bricked. First, Android monitors energy consumption, but only
when on battery. Thus, we can evade detection via power monitor-
ing by only running I/O intensive work when the phone is charging;
the app can tell when the phone is charging. Also note that phones
today spend a significant portion of time charging because most
devices do not have a removable battery. Second, even with proper
social engineering, continuously running WAPP in the foreground
may alert users. We therefore run WAPP in the background. Most
Android versions show apps currently running in background or
as services (cf., ps on Unix). We observe that the refresh time for
this monitor is around one second, and the app can detect when
the screen is lit. Because most phones spend a significant fraction
of the day charging with the screen disabled, WAPP can effectively
evade monitoring by suspending its malicious I/O activity when
the screen is turned on. In summary, most phones spend a signif-
icant fraction of the day charging with the screen disabled; even
a stealthy version of this experiment could brick a phone within
some reasonable factor of the time in these experiments.

We note that continuously running malicious applications may
cause the phone to abnormally heat up, which may raise the suspi-
cion of users, though such extent of heating may be attributed to
heat generated by the charging process. We leave the exploration
of this, and other possible detection methods for future work.

4.3 Permissions and Capabilities

One telltale sign of a malicious app is requesting more privileges
than would seem needed for the advertised functionality [38, 136].
The only permission WAPP requires is the ability to read and write
its own files. This permission is usually considered fundamental
and harmless.

WAPP also requires several additional capabilities. In order to
operate when the screen is off WAPP currently utilizes Android’s
WakeLock mechanism [30]. To avoid suspiciously high power con-
sumption, WAPP detects the charging state of the devices and listens
to relevant system broadcasts on charging states [31]. These capa-
bilities are granted by default to all apps. That said, our use of Wake-
Lock may be restricted by the most recent version of Android [4].
To realize the same behavior without the use of WakeLock, we can
use periodic tasks, such as scheduled jobs or alarms, to repeatedly
re-initiate malicious activities in the background [1, 35]. In conclu-
sion, WAPP can mount an effective wear-out attack with essentially
no permissions beyond those routinely granted to any app.
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Figure 5: I/O characterization of the top 40 write-intensive apps, dur-
ing a one minute run.

5 MOBILE APP I/0 CHARACTERIZATION

A goal of this work is to defend against premature wear-out and
wear-out attacks without harming normal app behavior or user
experience. Thus, an important question to ask is, what level of
write bandwidth is typically used by current mobile apps? With
this information, we can assess the potential to destroy the device
in practice, as well as whether one can differentiate benign and
dangerous write behavior. This section presents a measurement
study of disk write I/O rates for popular apps, especially during
write-heavy activities.

5.1 Measurement Setup

We perform our measurements on the Samsung S6 model used
in Section 3. The phone uses the default Android 6.0.1 operating
system, and has 32 GB of internal storage and 3 GiB of DRAM. In
our experiments we test two sets of usage scenarios. The first set
is comprised of 27 preloaded apps (e.g., camera, voice recorder)
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and the top 150 free applications in the daily download chart of
Google’s Play store from App Annie [33]. From this group we ex-
cluded ten apps that would not install or run properly for technical
issues, such as failing to access the network, or missing external
dependencies, such as needing to connect to Google Home device
manager. Eight more phone customization and keyboard apps were
excluded because they are irrelevant to I/O activity. Three apps
were removed from the store by the time we evaluated them, and
two were unavailable for download because of geographical restric-
tions. A second set of usage scenarios is comprised of I/O-intensive
workloads and apps including an FTP server, file copies, and device
backup and restore.

We used the following method to measure the I/O activity of
each app. First, we installed the app from the Play store (when
necessary), opened it, and performed any necessary setup and reg-
istration. We then closed the app and any other running apps. We
started the application until it fully loaded and then cleared the
file cache. At this point we start monitoring disk I/O activity us-
ing /proc/diskstats. For each app, we identify actions expected
to create the highest write I/O volume, such as recording video
at highest quality; we execute these operations for a period of 60
seconds. Otherwise, we manually operate the app as a normal user,
such as playing a gaming app, or scrolling and posting on social
media apps. We repeated this procedure three times, using data
from the most write-intensive run. Finally, we uninstalled the app
and removed it from the device.

Notably, our goal is to understand the limits of typical app write
I/O behaviors during normal usage behaviors. Automated tools [2,
32] are often unsuitable for testing apps with non-deterministic
behavior. Another issue is that gaming apps use custom libraries
that are often not inter-operable with automated testing tools. Gam-
ing apps constitute close to half of our test set. For these reasons,
we measure the apps under manual operation, rather than in an
automated framework.

5.2 Popular Apps Characterization

Figures 5a and 5b show the average and maximum write I/O through-
put for the first group of applications (preloaded and popular free
apps). For brevity, we only illustrate results for the 40 apps that
displayed the highest average I/O throughput. Surprisingly, the
most write-I/O-heavy app was “Daily Horoscope”, probably due to
poorly written code in earlier versions (experiments with newer
versions of Daily Horoscope observed significantly lower write
1/O volumes). The preloaded Camera application also issued rela-
tively high disk write volumes on average. This result is expected,
since we operated the camera by repeatedly recording videos with
the highest configurable picture quality. Notably, even the most
write-heavy apps still utilize on average less than 5% of the device’s
maximum write throughput (160 MiB/s sequential).

Various workloads can cause apps to display bursty I/O behavior.
Figure 5c shows the total I/O volume issued by each app over the
measurement period. Figure 5d reports how much the burst of
maximum throughput contributed to the write volume issued by an
app—for each app, effectively selecting the writes for the highest
bandwidth second in Figure 5b, and dividing this by the total I/Os
in Figure 5c. The results show that many apps issue high write
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Figure 6: App I/O characterization results

volumes in short, bursty periods, presumably due to persisting of
cached files and discarding [66] temporary files!.

5.3 Write-heavy Applications

Apps excluded from this study may still issue exceptionally high
write volumes to the device. Therefore, we further tested known
apps that are likely to issue such high write volumes during normal
operation. We measure an FTP server app serving a file put request
over LAN, copying large files from a PC connected via the USB
cable, and backup/restore operations using Titanium, a popular

! Android, as well as Linux, counts discard operations as writes to the device. Firmware
discard handling is implementation-specific and proprietary, and it is unknown if and
when discards translate to flash writes. Therefore, our results are an upper bound on
each app’s related wear.
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App Avg. throughput (MiB/s) Daily usage (Hour)
USB copy 29.74 1.18
FTP 6.39 5.50
Camera 4.26 8.24
Backup (local) 2.30 15.25
Restore (local) 23.29 1.51
Daily Horoscope 4.98 7.05
Final Fantasy 3.84 9.15

Table 2: Average I/O throughput for apps in Figure 6a, and average
daily usage required to shorten the device’s lifetime.

backup app. For comparison we also include results from the three
most write-intensive applications tested in the first app set (§5.2).

Figure 6a shows the measured write I/O throughput (excluding
discard operations) for each workload over a 60 second run, where
B = 1.46 MiB/s is the maximum average bandwidth level that
does not shorten device lifetime. For each app, Table 2 details the
average throughput and estimated length of daily usage that would
shorten the device’s lifetime. The results demonstrate that most
write-intensive workloads’ average daily write throughput is not high
enough to shorten the device’s expected lifetime.

5.4 Background I/O

Thus far, we have characterized write I/O activity for apps when
actively operating them in the foreground. Previous studies found
that the average mobile device is active for up to two hours daily and
that most app sessions last no more than a few minutes [33, 45, 58].
Therefore, we investigate app’s background I/O activity.

We define background operation as app activity occurring when
the screen is off, without any user interaction. We first establish
a baseline by measuring background I/O activity when no app is
active, and only preloaded apps are installed during a 5-minute idle
session. In this state, the average I/O throughput is 0.11 MiB/s.

Next, we measure app background I/O activity when the screen
is closed and the device is left idle for one minute. We measure
when the device is charging, in order to avoid entering power-
saving modes that significantly reduce app activity [56]. Figure 6b
illustrates our results. With the exception of Final Fantasy, which
appears to perform periodic checkpoints to disk, most apps cause
little to no background I/O activity.

5.5 Discussion

From the results thus far, one may be concerned that some apps
can shorten the device’s lifetime even under normal behavior. The
S6 model used in our experiments has 32 GB of capacity and a max-
imum two year warranty [122]. According to our measurements,
the minimum volume of writes required to consume 10% of the S6’s
maximum wear is 8.8 TiB. Conservatively assuming that the device
is able to sustain a maximum of 88 TiB writes over the course of its
lifetime, then the device is capable of serving writes from all apps at
an average write throughput of B = 1.46 MiB/s. In our experiments
only 10 apps demonstrated such behavior over time when operated
in the foreground (and none in the background). However, usage
scenarios that require nonstop operation of such write-intensive
apps appear unlikely.
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Modeling wear. To further illustrate the small amount of wear
due to normal app behaviors, we model the amount of wear each
app will cause to the mobile storage device under typical usage.

First, we parameterize the time users spend using mobile apps,
estimated by recent studies at an average App,;,,, = 2.3 hours
daily [45, 49, 57]. Unfortunately, we could not find publicly available
data on the average time consumed by typical users for each specific
app in our test set. Instead, we approximate the time spent on each
app using T4, the fraction of time spent on each app’s category
according to a recent study [49], by conservatively assuming it is
the only app of its category being used (e.g., the only game being
played).

We calculate each app’s wear by taking into account its average
I/0 throughput IO,, as observed in our experiments. We conser-
vatively assume that the app is used every day during the device’s
warrantied lifetime L. Finally, we divide the result by W, the amount
of I/O that the device can serve before it reaches the vendor’s esti-
mated wear limit. In summary, app-related wear can be modeled
as:

APPiime X Teat X 10y X L
w

For example, we can calculate the wear induced by the “Final Fan-
tasy” app (IO, = 3.83 MiB/s) in our S6 device (W = 88 TiB, L =
2 years). We assume apps are being used for App;;,, = 2.3 hours
a day, Teqr = 10% of which is used for games [49]. Even under our
conservative model this write-intensive gaming app would con-
sume only 2.5% of the device’s lifetime over a two-year period. In
summary, we conclude that under reasonable usage assumptions,
the vast majority of apps do not display I/O behavior which causes
significant wear on the device.

Wear =

6 MANAGING WEAR

Existing systems do not protect against apps issuing destructive
volumes of writes. This section describes and evaluates a policy
that protects against the unlikely event of writes that might harm
the device. We reiterate that increasing device capacities or over-
provisioning more space does not resolve the fundamental problem
that an app can deplete the device’s flash P/E cycles before the
expected lifespan of the overall device. Instead, mobile system de-
signers should follow policies that given a total budget of P/E cycles
for the device’s lifespan ensure that these cycles are not being con-
sumed too quickly. We present one possible solution in this design
space that meets this goal.

6.1 Wear Management Policy

We model our device as having a total number of block writes
(W) that it accepts before being at risk of failure, and a target
remaining lifespan L (e.g., for a new device with a warranty of 2
years, L = 2). As W is not typically provided by vendors, it can be
be empirically estimated or given a conservative lower bound. Over
time L decreases. W decreases as writes are issued to the device.
Table 3 enumerates the important parameters used in our policy,
and expected values for the S6 phone.

Our algorithm dynamically tracks B = W /L, or the average write
bandwidth the device can sustain without violating the goal of op-
erating for L years (§5.5). The high-order goal is that apps should
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not be able to consume more than B average bandwidth over the
device’s lifespan. Intuitively, we start with a naive rate-limiting
scheme: all apps may write freely until the apps’ cumulative band-
width (total writes divided by the time since installation) reaches
our target B, at which point all apps are throttled to B. The next
few paragraphs refine this simple policy to accommodate typical
usage patterns without harming device safety.

Accommodating Bursts with Daily Quotas. The first drawback of
the naive policy is that it may not handle short “bursts” of heavy
write I/Os that will average out over, say, one day. For instance,
playing Final Fantasy consumes 3.83 MiB/s of bandwidth on our S6
device (B = 1.46 MiB/s). If the user only plays for two hours a day,
the average over the period of a day will still be a safe 0.32 MiB/s.
Our goal is to accommodate a good user experience, potentially
borrowing against future periods of idleness, without leaving the
device open to exploit. We refine the policy with two notions: daily
quotas and slack.

We first refine the policy by dividing B for the remaining life
into base bandwidth (B) and slack bytes (S). We set S at 50% of W
by default, which reduced B to B = 0.73 MiB/s. Once the apps have
collectively reached bandwidth B they may still write an additional
S bytes to disk before I/O is throttled.

Second, we apportion slack into equal, per-day quotas Sg,y. For
a device with L = 2 years, Sy, ~ 61.72 GiB in case of our 56 device.
This parameter should easily suffice for the typical case where a
user operates apps for an average two hours a day and no malicious
apps are installed. Underutilized portions of Sy, are accumulated
and re-distributed to the Sy, values of the remaining days.

Without per-day slack, a single app could drain all of the slack for
the lifespan of the device, leading to a potential denial-of-service
attack for any app (or combination of apps) whose throughput
is larger than B. This is true for malicious apps, but also for any
app violating our usage assumptions. For example, a user playing
Final Fantasy for more than 9 hours a day on the S6 device would
consume S before L, the two-year warranty period.

To exemplify how these thresholds work in more intensive usage
scenarios, consider two edge cases for high-throughput apps. First,
consider a camera app which takes an exuberant 3K photos a day.
Assuming each picture occupies ~5 MiB of storage, the camera app
would still yield an average 0.17 MiB/s throughput, for an overall
consumption of 14.65 GiB a day—well below B when averaged over
the course of a day. If the user were to take all 3K photos in a rapid-
fire burst of, say, 120 seconds, the instantaneous throughput would
be 125 MiB/s, which could violate our daily threshold; however, this
would fit comfortably within daily slack. As a second case, consider
an intensely avid gamer playing Final Fantasy for four hours daily;
the gamer consumes 53.86 GiB of daily writes. Both I/O-intensive
apps would operate in these cases without fully utilizing the daily
slack and would neither disrupt user experience nor risk damage
to the device.

In contrast, a malicious app operating at the maximum through-
put of 160 MiB/s will drain Sy, within 15 minutes. At this point,

bandwidth that all apps can issue will be throttled to B, until Sday
is replenished.
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Meaning (default value for Samsung S6 32GB)
Estimated total lifetime device write (88 TiB)
Warrantied device lifetime (2 years)

= W /2, slack capacity for burst I/O (44 TiB)

= (W = S)/L, base bandwidth (0.73 MiB/s)

Per day slack capacity for foreground apps (61.72 GiB)
Per hour slack capacity for background apps (2.57 GiB)

9%} >
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Spg

Table 3: Parameters (Var.) used in wear management policy.

User Discretion and Malicious Apps. Typical users only operate
apps for two hours a day [33, 49], making it highly unlikely for
benign apps to wear out the device in the common case. In the absence
of a malicious app, our rate limiting mechanism is not activated,
even in extreme cases where benign, I/O-intensive apps are used
over much longer periods. However, benign apps may still wear-out
the device if they issue a sufficiently heavy volume of write I/Os.

Indiscriminately throttling I/O can result in a false positive identi-
fication of a wear-out attack. Moreover, we suspect that any heuris-
tic that tries to automatically differentiate benign dangerous use
from malicious dangerous use may simply lead malicious apps to
operate just below the detection threshold.

Thus, the decision whether to allow dangerous I/O behaviors
is better left to the user. This approach has precedents, such as
services on Samsung devices [3] that alert users for computationally
intensive apps that may drain the battery faster than expected, as
well as slow down the device.

To assist the user in making this decision, our system tracks
each app’s I/O activity. Whenever an app utilizes a pre-determined
watermark threshold of Wy = 0.5 X Sgqy, (30.86 GiB in our S6
device) our system warns the user that some apps are wearing out
the storage device. The system then lists the daily top I/O consuming
apps. The user can then limit I/O-consuming apps to a safe rate (e.g.,
B/ Numapps), or let them continue to exhaust the slack with user’s
consent. When an app is allowed to run without any rate limiting,
it still consumes slack for other apps, in the interest of preserving
overall lifespan.

Finally, we proportionally add unused B portions to Sday and
Winark> giving I/O-intensive apps more slack leeway after long pe-
riods of inactivity. Malicious apps operating at full speed will still
be detected, while studiously remaining above the watermark still
caps a malicious app at 50% of the adjusted Sy,

Differentiating foreground and background apps. Our measure-
ments in §5.4 indicate that when benign apps are running in the
background, the apps are less I/O-intensive than when running in
the foreground. Meanwhile, our WAPP in §4 heavily relies on back-
ground I/O to stealthily carry out the attack. So we can improve
the policy by detecting apps’ foreground/background status, and
treating each app differently depending on its status.

Our basic approach is to monitor slack usage at different granu-
larities for foreground and background apps; slack usage for back-
ground apps is tracked at an hourly granularity, rather than daily.
This approach bounds the amount of slack a malicious background
app can consume before it is rate limited, on the assumption that a
benign app should not issue this many writes in background mode.
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More formally, foreground apps may use the daily slack (Sygay);
background apps may only use hourly slack (Spe = Sg;/24), which
is roughly 2.57 GiB on our running example S6 device. Similarly,
the threshold to warn the user about excessive slack consumption
is prorated differently for foreground and background apps. Each
app’s foreground/background status is available via Android activ-
ity stack, and, based on this status, our modified Android policy
applies either foreground or background threshold values for that
app. Thus, a malicious app in the background will hit the lower
background threshold sooner, reducing potential harm to normal
apps. At the end of each hour, any leftover hourly slack in Sy, is
reclaimed and re-appropriated according to the current value of
Sfy. Algorithm 1 details our monitoring policy.

Multiple Malicious Apps. Our analysis to date has assumed that
one malicious app would issue an adversarial amount of I/O. The
user is warned when one app consumes more than a configurable
watermark of slack usage (Wr]:i & = 0.5X S, or half of the slack
by default). One could imagine trying to evade this warning, or
confuse the user, by spreading the malicious load across multiple
coordinating apps.

At a minimum, our design warns the user whenever 75% of
Sfy is consumed, so that she is aware that the device’s lifetime
is being consumed in an alarming rate, and can look at list of
processes, ordered by I/O activity. One can also set W lower to
increase sensitivity, perhaps at a cost of more queries to the user.

6.2 Implementation

We implement a wear management defense on the Samsung S6
with Android 6.0.1. This defense includes an extension to Linux
kernel version 3.10.101, which tracks application I/O behavior, as
well as a policy executor that can dynamically apply a configurable
write-limiting policy. We track per-process writes and export this
data via /proc. We use the Android notion of an App ID to correlate
aggregate writes for an app across multiple process instantiations.
Specifically, for each app, the kernel exports two values to /proc: (1)
DataWritten, the total I/O written by the app, and (2) Bandwidthgpy,
the app’s last observed per-second I/O bandwidth usage. Notably,
a similar I/O monitoring mechanism tracking total individual app
I/O was recently added to the Android kernel [29]. The policy
executor tracks DataWritten and Bandwidthgp values for all apps,
and configures a rate-limiting policy, defaulting to what is described
in §6.1. When necessary, rate limiting can be applied to all processes
related to an app. In newer Linux kernels (4.5 or newer), cgroups
v2 [83] includes native support for I/O rate limiting, obviating the
need for our kernel changes; however, the phones we experimented
with did not support such new kernels in Android.

6.3 Defense Evaluation

We evaluate the effectiveness of our mechanism in the presence
of malicious apps, as well as its performance impact. We ran our
experiments on a Samsung S6 phone, together with Android 6.0.1
on top of our Linux kernel variant based on version 3.10.101. The
phone has 32 GB of UFS storage, running the Ext4 filesystem [24].
The relevant parameters used for this device are L = 2 years and
W = 88 TiB, based on measurements in §3.
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Algorithm 1: Wear management policy

1 Monitor(Apps, L, W);
Input:Set of installed apps, Lifetime guarantee, Max. write
volume of flash storage device
2 S« W Xx0.5;
3 foreach day in L do

S .
4 ng - Days left in L?

5 S<—S—ng;

18 .
6 Wmark — Sfb X 0.5;
7 L« L—-1day;

R w-S.
8 B<—T,

9 reset all apps daily I/O counters;

10 foreach hour in day do

s S .
bg <~ THours leftin day’

Sfe < Sfy = Sbgs

er:lirk — Sbg X 0.5;

foreach second t in hour do

R; « total I/O rate in t;

11
12

13

14
15

16 ng « total background I/O rate in t;

17 R’;g « total foreground I/O rate in t;

W «— W —Ry;

foreach x in Apps do

if R; > B then
Update x.state to fg or bg;
x'slkx.state —
x.slk*-stte 4 (R; — B) x —x'}g‘[‘te;

if x.slk*-state > Wr’;'smte then

ark
‘ alert user to rate limit x;

18
19
20
21

22

23
24
end

Sp — Sy - RE+B;

Shg — Spg — R + B;

if R; < B then

wh o w® 4 (B-R)x05;

29 ‘
mark
if total daily consumption

initial Sg
‘ alert user on lifetime consumption rate;

25
26

27

28

30 > 0.75 then

31
end

ng — ng + Sbg;
end

S S+5Sp

32

33

34

35

36 end

Our setup emulates common usage scenarios, where the phone
is either (a) running one I/O-intensive app in the foreground, such
as Camera or Final Fantasy, or (b) idle with some background activ-
ities. The phone is loaded with popular apps of different categories,
including Spotify, Facebook, Gmail, and Chrome. In most cases, the
apps’ background activities are negligible, except that some apps
might handle asynchronous events; for example, instant messaging
apps may become active upon incoming messages. Here, we pick
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three scenarios to demonstrate the effectiveness of our wear man-
agement policy while inducing negligible interference on benign
apps.

The first scenario uses the Camera app to shoot a video clip. The
Camera app in our Samsung S6 will automatically stop the video
capture after 5 minutes. An I/O activity trace of this scenario over 6
minutes is illustrated in Figure 7a. The average write throughput is
~7 MiB/s; if the user continues shooting video with the Camera app,

it will take over 1.2 hours to reach Wr]:i 4o at which point user will be
alerted and the Camera app be rate limited or permission to exceed
the limit is explicitly granted by the user. The I/O trace also shows
a few spikes, notably from system processes, GMS (Google Mobile
Service, detailed in next paragraph) and the Chrome browser. These
are commensurate to normal background activities of benign apps,
as measured in §5.

The second scenario involves Google Hangouts running in the
background, but with one incoming message every 5 seconds. The
write throughput is shown in Figure 7b. One interesting observa-
tion is that this activity involves not only the Hangouts app, but
also the GMS service. GMS is a set of preset apps and essential
service frameworks that can be used by apps[12]. FCM (Firebase
Cloud Messaging, formerly Google Cloud Messaging), one of the
services provided by GMS, is widely used by instant messaging and
email clients, including Google Hangouts, for message/notification
delivery [14, 17]. So the Hangouts app together with GMS processes
stand out hand in hand in this 6 minutes I/O trace. However, their
combined I/O throughput only adds up to ~300 KiB/s, which is just

below the W:f”k if it keeps receiving messages continuously for
the whole hour.

The third scenario adds the malicious WAPP, which spikes out to
around 70 MiB/s (Figure 7c). Our wear management policy reacts
within 30 seconds and throttles the malicious app to a safe rate.

Finally, we evaluated the performance overhead of our moni-
tor on multiple write-intensive micro-benchmarks using Andro-
bench [89], including all major I/O access patterns (random/sequen-
tial, read/write) as well as repeated accesses to an SQLite database.
We compared the results of the micro-benchmarks on an Android
kernel 3.10.101 with and without our write tracking changes. Our
results show that any differences in performance do not display
specific trends and are within experimental noise. We omit detailed
results in the interest of brevity.

6.4 Write Amplification

Some I/O patterns, most notably random writes, tend to cause write
amplification (WA) at the firmware level (§2). Thus, a malicious app
could potentially circumvent our baseline rate limiting policy by
issuing write patterns that maximize WA with significantly lower
host-level write bandwidth.

To demonstrate the destructive potential of this enhanced attack,
we modified our WAPP application to first fill all of the free space left
on the device with a large file. The malicious app then continues to
rewrite this file using small 4 KiB random writes. Our measurements
show that the modified WAPP only required 18 hours and 112 GiB
worth of host-level writes to increment the lifetime indicator, i.e.,
WAF = 80. The resulting I/O rate of only 1.7 MiB/s (1% of the
device’s maximum throughput) is similar to that of many benign
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Figure 7: I/O trace under wear management policy.

apps and only slightly higher than the device’s B = 1.46 MiB/s. As
a comparison, to increment the indicator by 1, the original WAPP
requires as much as 2000 GiB of host-level writes, but less than
10 hours at a much higher I/O rate of ~70 MiB/s. Similar tests on
the external eMMC cards yielded a smaller WAF of 7-8x, most
likely attributable to having an additional high-endurance flash
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landing zone. To avoid detecting the malicious app by its high space
utilization, the malicious app could temporarily delete its files when
the display is on. Notably, the effect of write amplification hinges on
the amount of free space in the device, which effectively serves as
additional over-provisioned space. Consequently, per-app storage
space quotas may be used to impede this kind of attack.

Ideally, our model could account for write amplification by track-
ing physical writes, rather than logical writes. Unfortunately, most
mobile devices do not directly report physical writes. Without reli-
able, fine-grain wear indicators or knowledge of the inner-workings
of a device’s specific firmware, one must infer write amplification.
Specifically, workloads with a high degree of locality are less likely
to induce write amplification. Furthermore, WA is strongly and
inversely correlated to the amount of free, or over-provisioned,
space in the system [52]. By taking into account the amount of free
space and estimating the locality of each request using a technique
such as in LAST [95], which classifies the locality of I/O requests
according to their size, we can estimate the WAF and lower the
expected number of logical writes (W) over the device’s lifespan.

To conclude, an attacker may further deploy the wear-out attack
using harmful, flash-specific, and maliciously shaped I/O workloads.
We leave the exploration of a more refined, write-efficient wear-out
attack and defense as future work.

7 FUTURE OF MOBILE STORAGE

Although this paper focuses on smart phones, the problems de-
scribed in this paper are applicable to any device that has high
bandwidth and low capacity storage with relatively low endurance.
This includes wearables [119, 128, 135, 139] and IoT devices [75],
which present attackers with a plethora of small-capacity non-
volatile storage devices. There is a region where this trade-off is
less of a problem. High-capacity SSD devices will require long peri-
ods of time to wear out, even under consistently strenuous write
workloads. However, phone designers need to be cognizant of the
potential danger of this trade-off, as mobile storage devices are
likely to continue combining high bandwidth [21, 78] with smaller
storage capacities when compared to their full-fledged SSD coun-
terparts. It is easy to envision a future where mobile storage devices
remain in a bad point in the bandwidth/endurance trade-off space.

We also note that users find increasingly creative ways to use
smartphones for other purposes, such as Wi-Fi hotspots, servers,
or security cameras [81, 118, 148]. This trend is likely to continue
as users accumulate older phones with low resale value. Some
of these usages could be considered normal use cases, such as
parents occasionally using smartphones as baby monitors for short-
periods, or repurposing an older phone for this purpose. We leave
the exploration of such use cases as future work.

Our proposed attack has implications for future storage tech-
nologies as well—the key issues are the same as 2D, or planar
flash—including overall write endurance per cell, the amount of
over-provisioning, and the time it would take to write a lifetime’s
worth of data on the device. 3D flash [104, 121] stacks flash cell
layers on top of each other to form denser flash devices; current 3D
flash improves endurance and performance over planar flash. How-
ever, future 3D flash generations are predicted to suffer from similar
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performance and reliability issues as those of their planar prede-
cessors [43], as newer generations likely adopt known techniques
that trade endurance for higher density and capacity.

Another important trend is the introduction of rival non-volatile
memory technologies (NVM) [143] such as Phase-Change Mem-
ory (PCM) [85, 98, 105, 113, 138]. PCM promises significant im-
provements over flash in both bandwidth and endurance [91, 153].
Higher-bandwidth devices can be worn out faster by a malicious
app. On the other hand, higher endurance of the underlying storage
media means that a successful wear-out attack must issue larger
volumes of writes. Thus, it is too early to say specifically how vul-
nerable PCM and other upcoming NVM technologies will be to this
attack.

8 RELATED WORK

Flash/Android storage analysis. A long series of studies have ex-
amined whether durability and reliability of flash-based storage is a
problem, as each generation of device is a moving target. Some stud-
ies raise concerns around the trend to sacrifice durability for density
and lower cost [43, 62, 67]. Some have argued that the endurance
of flash storage is sufficient for common-case, realistic workloads,
especially with the help of wear-leveling techniques [42, 106, 125].
Meza et al. also demonstrate that flash durability is affected by
factors like internal buffering, wear leveling, and controllers [103].

A large body of work is dedicated to modeling and improving
flash device response times by improving garbage collection [146],
device-level parallelism [47, 60, 70, 71], and using flash-aware sched-
ulers [87, 112, 127]. However, these works mostly focus on improv-
ing request response times rather than estimating the wear effect
of individual requests and applications.

Several studies [50, 63, 109] recently explored the I/O activity of
Android applications. However, their measurements focused on the
effect of I/O on app responsiveness and user experience.

Flash and Mobile I/O attacks. This work continues the theme of
Prabhakaran et al. [114], who previously identified the importance
of adjusting the storage stack for systems with “depletable storage”,
such as NAND flash. They proposed that flash P/E cycles be tracked,
attributed and appropriated to specific applications by assigning
“write credits”, but did not implement, nor evaluate, mechanisms
to limit the consumption of flash P/E cycles. The authors of GAN-
GRENE [130] demonstrated the potential for a WAPP-like attack
on small USB sticks in a desktop environment. We expand these
attacks in a mobile environment, investigate how benign apps can
also wear out the device and explore ways to defend against this
phenomenon. Our prior work establishes wear-out as a problem
with preliminary data [150]; this paper expands this motivating
data on the problem, and proposes a solution, based on a thorough
characterization of normal application behavior.

Exhausting depletable resources. The closest works to ours ex-
plore attacks on the lifetime of PCM-based RAM alternatives. Like
flash, PCM cells can also endure only a limited number of writes,
typically 107. Therefore, wear-leveling is also employed in PCM
management [115, 151, 153]. Many works explored PCM wear out
attacks and mitigation [72, 101, 116, 117, 126, 141]. However, these
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attacks often exploit specific properties of PCM, or rely on out-of-
band knowledge of the wear-leveling implementation. Furthermore,
PCM supports in-place writes and access units much smaller than
flash (e.g., 64B). The ensuing simpler nature of PCM management
schemes can make them more vulnerable to manipulations that
repeatedly write data to the same physical location.

The closest work to this paper, in terms of in managing flash
lifetime, is by Lee et al. [94], who explore techniques to limit writes
in order to ensure that enterprise SSDs meet their expected life-
time. However, their work focuses on enterprise workloads, does
not handle malicious workloads, uses system-level write through-
put throttling, and utilizes flash-level behaviors which may not be
applicable in newer memories [100].

The closest work in OS support for managing a depletable re-
source is managing power for mobile devices and applications [9,
9, 11, 11, 20, 51, 56, 68, 96, 99, 102, 111, 142, 149]. Unfortunately,
approaches to managing power cannot be applied directly to flash
since, unlike power, flash lifetime is a non-renewable resource,
whose consumption is only reported by mobile devices at coarse
granularity and typically obfuscated by firmware-specific propri-
etary details. DefDroid [73] protects against overuse of battery, as
well as storage, but is disabled when “the device is being charged
and connected to WiFi”.

9 CONCLUSIONS

Mobile OSes assume, often incorrectly, that it is safe to allow apps
to issue unconstrained writes to the device. Our results show that
the ratio of bandwidth to capacity in the underlying device is often
dangerously skewed, especially in the presence of less sophisti-
cated firmware and simpler supporting hardware. We demonstrate
how this can be corrected at the system software level with a care-
fully designed rate-limiting algorithm and configuration, without
disrupting normal behavior.

This paper focuses on smartphones, but we believe the same
issues apply to any small, flash-based devices on which third-party
software can be loaded, potentially including critical infrastructure
or internet-connected medical devices. The continuing proliferation
of IoT and embedded devices to everyday life presents new oppor-
tunities to attack high-bandwidth, flash-based, storage devices with
relatively small capacity that can be maliciously worn-out.
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