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What is Rendering?
Creating an image from 3D components

Rendering
(Graphics)

3D Intrinsic Components/ Assests



Computer Vision (Inverse Graphics): 
Understanding the physical world in 3D from an image

3D Intrinsic Components 8



3D Intrinsic Components

ML models (neural nets) 
learning priors from data

Inverse Graphics with Machine Learning

ill-posed and 
under-constrained



How does Computer Vision & Graphics work together?

3D Intrinsic Components

Vision GraphicsEdit 
Components

Current Image

New Image under 
different conditions

Change:
• Viewpoint
• Lighting
• Reflectance
• Background
• Attributes
• Many others…
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Virtual Lighting

Image Reflectance Geometry Illumination

Computer 
Vision

Pose

Edit:      Lighting
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“SfSNet”, Sengupta et al, CVPR 2018. 
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Virtual Background

Image Alpha matte Composed Image



Zoom Virtual Green-Screen               Our Virtual Green-Screen

Input
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“Background Matting”,
CVPR 2021, CVPR 2022



How do we define intrinsic 3D components?

3D Intrinsic Components

Vision

Current Image

Explicit (Intro to Computer Graphics):
• Reconstruct 3D geometry 

(mesh, voxel, point cloud)
• Estimate reflectance function 

(BRDF)
• Estimate lighting function 

(spherical harmonics)

Implicit (Generative Models):
• All intrinsic components are 

represented as some latent 
features in some subspace of a 
neural network.



How do we define intrinsic 3D components?

3D Intrinsic Components

Vision

Current Image

Why implicit?
• Estimating explicit representation is a 

harder problem
• Often one might get better result by 

using an implicit representation and 
directly solving for the end goal.



Explicit Decomposition

“SfSNet”, S. Sengupta, A. Kanazawa, C. Castillo, D. Jacobs, CVPR 2018. 

Image Reflectance Geometry Illumination

Relighting

× Explicit decomposition is hard
16



Relighting
Network

Input Output (Relit)

Source light Target light

Implicit Decomposition
• No explicit decomposition. 
• Directly learn a relighting function.
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“A Light Stage on Every Desk”, S. Sengupta, I. Kemelmacher, B. Curless, S. Seitz, ICCV 2021. 



How does Computer Vision & Graphics work together?

3D Intrinsic Components

Vision GraphicsEdit 
Components

Current Image

New Image under 
different conditions

Change:
• Viewpoint
• Lighting
• Reflectance
• Background
• Attributes
• Many others…

Explicit: Reconstruct 3D
(Introduction to Graphics Lectures)

Implicit: Neural Representation
(Generative Models Lectures



What is Neural Rendering?

Loosely defined as:

Use a neural network to generate new image/video/3D 
from an already captured image/video/3D.
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Part 1: 2D Neural Rendering

• Introduction to Computer Graphics (2 lectures)
• How do we represent geometry, camera, reflectance, lighting and create an 

image from all these component? (Rendering)

• Introduction to Generative Models (2 lectures)
• PixelCNN, VAE, GANs

• Applications of GAN (1 lecture + 8 papers)
• Pix2Pix, CycleGAN, StyleGAN

• Denoising Diffusion Models (2 lectures + 6 papers)
• DALL-E, Imagen



Part 2: 3D Neural Rendering

• Introduction to Neural Radiance Fields (NeRFs)
• 3 lectures + 12 papers
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Course Website

• https://www.cs.unc.edu/~ronisen/teaching/fall_2022/comp_790_ne
ural_rendering_fall_2022.html

• You can find it in my personal webpage:
https://www.cs.unc.edu/~ronisen/ under the teaching tab!

https://www.cs.unc.edu/~ronisen/teaching/fall_2022/comp_790_neural_rendering_fall_2022.html
https://www.cs.unc.edu/~ronisen/


Any questions/concerns about the syllabus?

We will use PollEV.com (Polls 
Everywhere) for questions/comments 
throughout the class, if you are not 
comfortable sharing it out aloud!
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What is Classification?

● Calculate a function that can cluster 

features into groups of the same 

classification.

● Learn the function through linear 

regression by minimizing a loss function

Credits: John Akers, Joe Redmond



Why Using Traditional Linear Models is a Challenge

● Linear models are only as effective as the quality of the features they are provided

● People must design good features for the model

● What if the computer could come up with its own features?



Add a sigmoid function 
(non linear)





The Learning Cycle: Forward Propagation

Using the current weights of the model 
calculate the hidden layer neurons, then 
calculate the output p.



The Learning Cycle: Backward Propagation



Size of Linear Layers

● In a linear layer every neuron is fully 

connected to every other neuron

● In the context of images where every 

channel of a pixel is a neuron the 

hidden layer size would be massive 

(billions of connections) 



Convolutions can Reduce the Connections!

● Reduces the number of connections between layers

● Creates an assumption that nearby pixels are related and 

distant pixels are not

● Generates an output where each channel is a filter

Animation credit to:https://towardsdatascience.com/a-comprehensive-guide-to-convolutional-neural-networks-the-eli5-way-
3bd2b1164a53
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How Else to Shrink the Model Size?
Pooling Layer:
• Max Pooling
• Other pooling options like average pooling are also used
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Convolutional Neural Networks Summary

● Convolutional Layers
○ Used to extract features

● Pooling Layers
○ Used to downsample feature maps to increase efficiency

● Connected Layers
○ Used at the end of a model to map image features to predictions

● Activation Function
○ Used to calculate the output of every neuron on a layer
○ Sometimes considered a layer but does not change the shape of the 

model



AlexNet: An Early Example

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



Where Models Learn Features of an Image

Low-level features
Lines, oriented edges Mid-level features

Combine edges: 
curves, shapes

High-level features
Combine shapes: 
objects, scenes

Predictor
Process features and 

predict output



What are Models Actually Looking For?



Where to Look for More Information

● Explore existing computer vision and machine learning frameworks
○ https://pytorch.org/
○ https://www.tensorflow.org/
○ https://keras.io/
○ https://opencv.org/

● Watch more in-depth lecture series
○ The Ancient Secrets of Computer Vision - Joseph Redmon
○ Deep Learning Specialization - Andrew Ng

● Checkout other online courses and guides
○ https://ai.google/education/
○ https://www.udacity.com/course/deep-learning-pytorch--ud188

https://pytorch.org/
https://www.tensorflow.org/
https://keras.io/
https://opencv.org/
https://www.youtube.com/watch?v=8jXIAWg_yHU&list=PLjMXczUzEYcHvw5YYSU92WrY8IwhTuq7p
https://www.youtube.com/watch?v=CS4cs9xVecg&list=PLkDaE6sCZn6Ec-XTbcX1uRg2_u4xOEky0
https://ai.google/education/
https://www.udacity.com/course/deep-learning-pytorch--ud188


590 Assignment: Train a neural network for 
classification on CIFAR10 dataset in google colab

Google Colab Page

https://colab.research.google.com/github/pytorch/tutorials/blob/gh-pages/_downloads/cifar10_tutorial.ipynb

