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R-CNN: Region-Based CNN
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Faster R-CNN: Learnable Region Proposals

Faster R-CNN is a
Two-stage object detector

First stage: Run once per image
- Backbone network
- Region proposal network

Second stage: Run once per region
- Crop features: RoI pool / align
- Predict object class
- Prediction bbox offset



Faster R-CNN: Learnable Region Proposals



Single-Stage Detectors: RetinaNet

CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image
(e.g. 3 x 640 x 480)

Image features 
(e.g. 512 x 5 x 6)

Conv

Anchor 
classification 

2K*(C+1) x 5 x 6

Anchor 
transforms  
4K x 5 x 6

Similar to RPN – but rather 
than classify anchors as 
object/no object, directly 
predict object category 
(among C categories) or 
background

Lin et al, “Focal Loss for Dense Object Detection”, ICCV 2017



Single-Stage Detectors: RetinaNet

In practice, RetinaNet also uses Feature Pyramid Network to handle multiscale

Lin et al, “Focal Loss for Dense Object Detection”, ICCV 2017 Figure credit: Lin et al, ICCV 2017



CNN

Run backbone CNN to get 
features aligned to input image

Each feature corresponds 
to a point in the input

Input Image 
(e.g. 3 x 640 x 480)

Image features 
(e.g. 512 x 5 x 6)

CNN

Finally, predict “centerness” 
for all positive points (using 
logistic regression loss)
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Class scores 
C x 5 x 6
Box edges 
4 x 5 x 6

Centerness  
1 x 5 x 6

𝑐𝑒𝑛𝑡𝑒𝑟𝑛𝑒𝑠𝑠	= ⋅
min	 𝐿,	𝑅	 min(𝑇,	𝐵)
max(𝐿,	𝑅)	 max(𝑇,	𝐵)

Ranges from 1 at box center to 0 at box edge

Single-Stage Detectors: FCOS (“Anchor-free” detector)

Test-time: predicted “confidence” for the box from 
each point is product of its class score and centerness.



Our Prediction

Ground 
Truth

How can we compare our
prediction to the ground-truth box?

Intersection over Union (IoU) 
(Also called “Jaccard similarity” or 
“Jaccard index”):

𝑨𝒓𝒆𝒂	𝒐𝒇	𝑰𝒏𝒕𝒆𝒓𝒔𝒆𝒄𝒕𝒊𝒐𝒏
𝑨𝒓𝒆𝒂	𝒐𝒇	𝑼𝒏𝒊𝒐𝒏

Puppy image is licensed under CC-A 2.0 Generic license. Bounding boxes and text added by Justin Johnson.

Comparing Boxes: Intersection over Union (IoU)



Precision & Recall
• True detection: high intersection over union
• Choose IoU threshold 

• Precision: #true detections / #detections
• Recall: #true detections / #true positives

Summarize by area under curve 
(avg. precision)

1Recall
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Reject everything: no mistakes

Ideal!

Accept everything:
Miss nothing

Car AP = 0.65 
Cat AP = 0.80 
Dog AP = 0.86
mAP@0.5 = 0.77

mAP@0.5 = 0.77
mAP@0.55 = 0.71
mAP@0.60 = 0.65
…
mAP@0.95 = 0.2
COCO mAP = 0.4

mailto:mAP@0.5
mailto:mAP@0.5
mailto:mAP@0.55
mailto:mAP@0.60
mailto:mAP@0.95


Today’s class



https://towardsdatascience.com/metrics-to-evaluate-your-semantic-segmentation-model-6bcb99639aa2

IoU (Intersection over Union)

How to measure segmentation accuracy?

Report mean IoU or DICE score over the test dataset

DICE Score (F score)





Most popular Semantic Segmentation dataset: ADE20k

- 20K scene-centric images exhaustively 
annotated with pixel-level objects and object 
parts labels. 

- 150 semantic categories, which include stuffs 
like sky, road, grass, and discrete objects like 
person, car, bed.



Most popular Instance & Panoptic Segmentation dataset: MS COCO

Instance Segmentation

Panoptic Segmentation





Problem: Very inefficient! Not 
reusing shared features 
between overlapping patches



Problem #1: Effective receptive field size 
is linear in number of conv layers: With L 
3x3 conv layers, receptive field is 1+2L

Problem #2: Convolution on high res 
images is expensive! Recall ResNet 
stem aggressively downsamples



Downsampling: 
Pooling, strided 
convolution

Upsampling: ???











Regular vs Transposed Convolution

Regular Convolution 
reduces feature size Transposed convolution increases feature size

Filter size is 3x3

Strided transpose convolution



Downsampling: 
Pooling, strided 
convolution

Upsampling:
Bilinear Upsampling (non learnable)
Strided Transpose Convolution (learnable)

Upsampling: ???



U-Net for segmentation



SOTA Detection + Segmentation





Mask 
Prediction

Instance segmentation with 
Mask R-CNN









Can we generalize Faster R-CNN architecture to other Vision tasks?



Mask 
Prediction

Instance segmentation with 
Mask R-CNN

Keypoint 
Prediction

Keypoint 
prediction with 
Mask R-CNN





Interactive Segmentation with Scribbles
(Red = foreground, blue= background) 

Earlier works of segmentation used Graph Cut techniques to solve this problem.



Deep Extreme Cut (DEXTR): From Extreme Points to Object Segmentation, CVPR 2018

Efficient Annotation of Segmentation Datasets
with Polygon-RNN++, CVPR 2018

Interactive Segmentation 
with few points



Interactive Image Segmentation with Latent Diversity, CVPR 2018

Interactive Segmentation with 2 points
(Green = foreground, red= background) 



SimpleClick: Interactive Image Segmentation with Simple Vision Transformers, Liu et al. 2022. 

Interactive Segmentation with points



Foundation Models and Promptable 
Segmentation

Slide credits: Qin Liu



A foundation model can centralize the information 
from various modalities.

Slide Credits: Qin Liu



Segment Anything Model (SAM): the first foundation 
model for promptable segmentation.

Prompt it with interactive points and boxes Automatically segment everything in an 
image

Generate multiple valid masks for 
ambiguous prompts

Try the demo: https://segment-anything.com/demo
Slide Credits: Qin Liu

https://segment-anything.com/demo


SAM is built with three interconnected components: A 
task, an model, and a data engine.

Slide Credits: Qin Liu



Task: Promptable Segmentation

● SAM considers two sets of prompts: 
sparse (clicks, boxes, text) and dense
(masks).

● SAM’s promptable design enables 
flexible integration with other 
systems (i.e., used as component in 
larger systems).

Slide Credits: Qin Liu



● A heavyweight image encoder outputs an image embedding.
● A lightweight prompt encoder efficiently queries the image embedding.
● A lightweight mask decoder produces object masks and confidence 

scores.

Model: Segment Anything Model (SAM) 

Slide Credits: Qin Liu



Ambiguity-Aware Segmentation

● SAM is designed to predict multiple masks (i.e., 3 masks: whole, part, 
subpart) for a single prompt.

● During training, the model only backprops the minimum loss over 
masks.

● To rank masks, the model predicts a confidence score (i.e., estimated 
IoU) for each mask.

Slide Credits: Qin Liu



Dataset: SA-1B 

● Built with a SAM model in the loop
● 11M images with 1.1B segmentation masks
● 400x more masks than any prior segmentation dataset

Slide Credits: Qin Liu



Task 1: Zero-Shot Single Point Valid Mask Evaluation

● Training dataset: the whole SA-1B dataset
● Test datasets: 23 diverse segmentation datasets (only validation/test 

sets??) 

Slide Credits: Qin Liu



Task 1: Zero-Shot Single Point Valid Mask Evaluation

SAM significantly outperforms baselines with 1 point and is on par with more points.

Slide Credits: Qin Liu



Limitations

● SAM may miss fine structures, hallucinate small disconnected 
components at times, and produce wrong boundaries.

● SAM is expected to be outperformed by dedicated interactive 
segmentation methods (e.g., SimpleClick) when many points are 
provided.

● SAM is expected to be outperformed by domain-specific tools (e.g., 
ilastik).

● SAM’s performance on the text-to-mask task is not entirely robust.
● While SAM is initialized with a self-supervised technique (i.e., MAE), the 

vast majority of its capabilities come from large-scale supervised
training. 

Slide Credits: Qin Liu



Grounded-Segment-Anything



BLIP + Grounded-SAM: Automatic Label System!
Using BLIP to generate caption, extract tags and using Grounded-SAM for box and mask 
generating. Here's the demo output:



Unsupervised: the user does not interact 
with the algorithm to obtain the 
segmentation masks. Methods should 
provide a set of object candidates.

Semi-supervised: user inputs full mask of the 
object of interest in the first frame only.

Interactive: user gives iterative refinement 
inputs to the algorithm, in the form of a 
scribble, to segment the objects of interest.

DAVIS: Densely Annotated VIdeo Segmentation

Video Object Segmentation



Beyond Segmentation: Alpha Matting

Under-constrained!

Image Alpha matte Foreground layerComposed Image

𝐼 = 	𝛼	 ∗ 𝐹 + (1 − 𝛼) * B
56



Solving Matting with user annotation!

User Annotation during inference

57



Information Flow Matting

Image Matting with Trimap
Image                        Trimap                   Alpha Matte                        Composed Image



Background Subtraction               Segmentation                Vs             Matting

• Binary Mask
• No color separation

59



Solving Matting with user annotation!

 Expensive – especially for a video

User Annotation during inference

Solution: Simply capture an 
additional background image 

before/after the shoot.

60



Background Matting



Challenges: Lack of High-Quality Training Data

62

Adobe Matting Dataset 
+

Distinctions-646 Dataset

✓ Very High Quality
Manually extracted alpha and 
foreground

✗ Very Few Training Samples
Only 500+ samples in total

Alpha Foreground

Instances from Adobe Matting Dataset (Ground Truth)

ML models trained on this data alone, 
fails to generalize.

Technical solutions:
• Make the problem easy with user 

interaction
• Create realistic synthetic data
• Unsupervised Finetuning on real data.
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512 x 512 1920 x 1080 (HD) 3840 x 2160 (4K)

8fps

30fps

60fps

Speed and Resolution

BMv1

BMv2

BMv2
Background Matting: The World 
is Your Green Screen, CVPR 2020

Real-time High-Resolution 
Background Matting, CVPR 2021
(Best student paper hon’ble mention)Low resolution

Not real-time

33 fps on 4K
60 fps on HD

Measured on Nvidia RTX 2080 Ti with batch size 1
64
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Observation: Only few regions are transparent.

Solution:
• Predict alpha matte at low resolution
• Only refine transparent regions at high-res.

How do we find transparent regions to refine at high-res?
66



67Coarse Alpha



68

Refinement Selection: 
Detect regions to be refined

• Extract 8x8 patches

• Refine patches at high-res 
with 4 layers of  convolution



69Refined Alpha

Parallel refinement of 
patches lead to real-time 
performance in high-res.



70Coarse Alpha



71Refined Alpha



Input                          Input (zoomed)        BMv2 [CVPR 2021]         BMv1 [CVPR 2020]
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Drawbacks of Background Matting:

✗ requires explicit background capture.

✗ can’t handle large camera motion.

Idea: Use RNN to aggregate temporal motion information to separate foreground and background
Robust Video Matting, WACV 2022.



Omnimatte: Associating Objects and Their Effects in Video, Siggraph 2020

Alpha Matting in presence of foreground-background interaction



OmnimatteRF: Robust Omnimatte with 3D Background Modeling



OmnimatteRF: Robust Omnimatte with 3D Background Modeling



Recap
• Semantic segmentation: detect masks of specific object classes
• Instance segmentation: detect masks of each instances of specific object class
• Panoptic segmentation: Semantic + Instance combined.

Evolution of Neural network architectures to solve segmentation:
• Fully convolutional networks (VGGlike)
• Mask R-CNN (instance segmentation)
• U-Net
• Transformer based architecture (Swin V2)

Interactive Segmentation (scribbles, points, text prompts etc):
• Segment Anything (SAM)
• Way more robust than semantic/instance segmentation

Beyond Image segmentation:
• Video object segmentation (unsupervised, weak-supervised, interactive)
• Alpha Matting



Slide Credits

• EECS 442/498 Computer Vision, by Justin Johnson & David Fouhey, 
U Michigan.

https://web.eecs.umich.edu/~justincj/teaching/eecs442/WI2021/

