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Discriminative vs Generative Models
Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
Model: Learn p(x|y)

Label: y

Cat

Data: x
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Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
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Discriminative model: the possible labels for 
each input "compete” for probability mass.
But no competition between images



P(cat| )

Discriminative model: No way for the model 
to handle unreasonable inputs; it must give 
label distributions for all images
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Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
Model: Learn p(x|y)

Generative model: All possible images compete 
with each other for probability mass

P( )

P( )

P( )

Discriminative vs Generative Models
P( )

…

Requires deep image understanding! Is a dog more likely to 
sit or stand? How about 3-legged dog vs 3-armed monkey?
Model can “reject” unreasonable inputs by 
assigning them small values



Discriminative vs Generative Models
P( |cat)

Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
Model: Learn p(x|y)

Conditional Generative Model: Each possible 
label induces a competition among all images

P( |cat) P( |cat)

…
P( |dog) P( |dog)

P( |dog)

P( |cat)

P( |dog)



Discriminative vs Generative Models

Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
Model: Learn p(x|y)

Recall Bayes’ Rule:



Discriminative vs Generative Models

Discriminative Model: 
Learn a probability 
distribution p(y|x)

Generative Model: 
Learn a probability 
distribution p(x)

Conditional Generative 
Model: Learn p(x|y)

Recall Bayes’ Rule:

We can build a conditional generative 
model from other components!



What can we do with a discriminative model?

• Discriminative Model: 
Learn a probability 
distribution p(y|x)

• Generative Model: 
Learn a probability 
distribution p(x)

• Conditional Generative 
Model: Learn p(x|y)

Assign labels to data
Feature learning (with labels)
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Detect outliers
Feature learning (without labels) 
Sample to generate new data



What can we do with a generative model?

• Discriminative Model: 
Learn a probability 
distribution p(y|x)

• Generative Model: 
Learn a probability 
distribution p(x)

• Conditional Generative 
Model: Learn p(x|y)

Assign labels to data
Feature learning (with labels)

Detect outliers
Feature learning (without labels) 
Sample to generate new data

Assign labels, while rejecting outliers! 
Generate new data conditioned on input labels



Introduction to Generative Models 
(Conditional and Unconditional)

What cool things can we do with it?



https://www.whichfaceisreal.com/index.php 

https://www.whichfaceisreal.com/index.php


AI Art!



-

- NADE / MADE
- NICE / RealNVP
- Glow
- Ffjord

Generative models

Explicit density Implicit density

DirectTractable density Approximate density Markov Chain

VAE Diffusion Model

GSN Generative Adversarial 
Networks (GANs)

Can compute p(x)

Figure adapted from Ian Goodfellow, Tutorial on Generative Adversarial Networks, 2017.

Model does not explicitly compute 
p(x), but can sample from p(x)

Model can 
compute p(x)

Can compute 
approximation to p(x)

Taxonomy of Generative Models

This lecture!



Generative Adversarial Networks
Setup: Assume we have data xi drawn from distribution pdata(x). 
Want to sample from pdata.

Goodfellow et al, “Generative Adversarial Nets”, NeurIPS 2014

Idea: Introduce a latent variable z with simple prior p(z).

 Sample 𝑧	∼	𝑝(𝑧)	and pass to a Generator Network x = G(z)

Then x is a sample from the Generator distribution pG. Want pG = pdata!



Generator

Network takes a random input 
and produces a sample from the 
data distribution as output



image

G

Generator

z ⇠ random noise



Discriminator

Network classifies input as “real” or “fake”



Discriminator

Network classifies input as “real” or “fake”

“fake” inputs come from the generator



image

real or fake

D

Discriminator



fake image

real or fake

D

real image

z ⇠ random noise

G



fake image

real or fake

D

real image

z ⇠ random noise

G

In practice  we assume:
‘real’ label = 1
‘fake’ label = 0

While training discriminator, we want:
real images to be classified as 1
Fake images to be classified as 0

While training generator, we want the 
discriminator to classify fake images as 
real (label=1).



generator 
distributiondata distribution

discriminator



for number of training iterations do

samples
for k steps do

noise 
real examples

from 
from

the discriminator by

noise prior 
dataset 
gradient ascent

sample m 
sample m 
update

end for

noise samples from noise priorsample m 
update generator by stochastic gradient ascent

end for

GAN
training
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for number of training iterations do

for
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for number of training iterations do

for k steps do
sample m noise samples from noise prior

m real examples from dataset
the discriminator by gradient ascent

sample 
update

end for

noise samples from noise priorsample m 
update generator by stochastic gradient ascent

end for



for number of training iterations do

sample m
for k steps do

noise samples from noise prior
sample m real examples from dataset
update the discriminator by gradient ascent

end for

noise samples from noise priorsample m 
update generator by stochastic gradient ascent

end for



• end for

• sample m noise samples from 
noise prior update generator by 
stochastic gradient ascent

• end for

update the discriminator by gradient ascent

Real images to be classified as 1 Fake images to be classified as 0

While training discriminator, we want:



for number of training iterations do
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for number of training iterations do

for k steps do
sample m noise samples from noise prior 
sample m real examples from dataset
update the discriminator by gradient ascent

end for

m noise samples from noise priorsample
update generator by stochastic gradient ascent

end forupdate generator using modified objective



for number of training iterations do

for k steps do
sample m noise samples from noise prior 
sample m real examples from dataset
update the discriminator by gradient ascent

end for

sample m noise samples from noise prior
update generator by stochastic gradient ascent

end for
While training generator, we want the discriminator 
to classify fake images as real (label=1).
Discriminator weight is fixed, only update generator



for number of training iterations do

samples
for k steps do

noise 
real examples

from 
from

the discriminator by

noise prior 
dataset 
gradient ascent

sample m 
sample m 
update

end for

noise samples from noise priorsample m 
update generator by stochastic gradient ascent

end for

GAN
training



How is the quality of generated images assessed?

Two simple properties for evaluation metric:
• Fidelity: We want our GAN to generate high quality images.
• Diversity: Our GAN should generate images that are inherent in the training dataset.

Feature Distance: 
• Use a pre-trained image classification model (neural network).
• Pass an image through the model and use the activation of intermediate layers as features.
• Calculate any distance metric (L2/L1) between the features of generated image and GT real 

image.
• LPIPS metric (Learned Perceptual Image Patch Similarity).

But often, we do not have the GT image to compare with.

What do we do?



FID (Frechet Inception Distance)

Frechet Distance between two univariate gaussian distribution

Frechet Distance between two multi-variate gaussian distribution

Frechet Inception Distance (FID), X and Y are features of Inception V3 classification model 
for real and fake images respectively.

Note: The loss is between set of real and fake images, not individual real and fake image!



HQ image synthesis with GANs



G(z)

100 x  1

⇠ ra n d o m  noisez



G(z)

project input vector and reshape



G(z)

How do we upsample?
• Strided Transposed Convolution
• Bilinear Upsampling followed by 

regular convolution.



Unsupervised Representation Learning with Deep 
Convolutional Generative Adversarial Networks 

Alec Radford, Luke Metz and Soumith Chintala







Unsupervised Representation Learning with Deep 
Convolutional Generative Adversarial Networks 

Alec Radford, Luke Metz and Soumith Chintala



GAN training can be



pdata(x)



pdata(x)

pmodel(x)



pdata(x)

pmodel(x)
tend to capture select modes of the distribution



Instead of classifying all fake images as real, 
simply minimize the discriminator score.

WGAN:
Instead of classifying fake and real image, 
simply minimize the discriminator score for real image 
and maximize the discriminator score for fake images. 

real=1, fake=0 Make fake into real (1)

Helps in problems of vanishing gradient 







Progressive GAN



Goal: Better disentanglement of features in latent space (W space)

StyleGAN





A = learned affine transformation block 
for AdaIN (predicts y)

Adaptive Instance Normalization
(very effective in controlling styles)

B = learned per-channel scaling factor for 
noise input.





Which latent space to choose for embedding and editing?
• Z : 512 dimensional latent space (not good)

• W : 512 dimensional latent space (better but not perfect)

• W+ : 18x512 dimensional latent space (after affine 
transformation A has been applied)

• W is better for editing.

• W+ is better for reconstruction or embedding of real images.

Want to know more about embedding in W and W+ space?
Read: Image2StyleGAN: How to Embed Images Into the StyleGAN Latent Space?



Conditional GAN







input: edges output: image



input: satellite view output: map



Pix2Pix



input: edges

output: image

assumption

Training data consists 
of such pairs.



assumption



real or fake pair

D

real image pair

G

image

{fake target, image}



CycleGAN: Unpaired Image to Image Translation

Training data: A set of images of style X + A set of images of style Y

Test: Given an image of style X, generate the same image in style Y 



In addition to regular GAN loss on domain X 
and Y respectively, also add cycle-consistency 
loss for domain X and Y.



Patch Discriminator

In practice Patch discriminator is applied at multiple resolutions (e.g. 64x64, 
128x128, 256x256), and often the patches are overlapping.

Figure courtesy: Unsupervised Anomaly Detection and Localization Based on Deep Spatiotemporal Translation Network

https://www.researchgate.net/publication/339832261_Unsupervised_Anomaly_Detection_and_Localization_Based_on_Deep_Spatiotemporal_Translation_Network


GauGAN: Semantic Image Synthesis with Spatially-Adaptive Normalization
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Denoising Diffusion Models
Emerging as powerful generative models, outperforming GANs

“Diffusion Models Beat GANs on Image Synthesis” 
Dhariwal & Nichol, OpenAI, 2021

“Cascaded Diffusion Models for High Fidelity Image Generation” 
Ho et al., Google, 2021



Diffusion Model



Image Super-resolution
Successful applications

81
Saharia et al., Image Super-Resolution via Iterative Refinement, ICCV 2021 



Text-to-Image Generation

82

“Hierarchical Text-Conditional Image Generation with CLIP Latents” 
Ramesh et al., 2022

“a teddy bear on a skateboard in times square” A group of teddy bears in suit in a corporate office celebrating 
the birthday of their friend. There is a pizza cake on the desk.

“Photorealistic Text-to-Image Diffusion Models with Deep 
Language Understanding”, Saharia et al., 2022

ImagenDALL·E 2



83

“High-Resolution Image Synthesis with Latent Diffusion Models” Rombach et al., 2022

Stable Diffusion

Stable Diffusion Applications: Twitter Mega Thread

Text-to-Image Generation

https://ommer-lab.com/research/latent-diffusion-models/
https://twitter.com/daniel_eckler/status/1572210382944538624
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Denoising Diffusion Models
Learning to generate by denoising

Denoising diffusion models consist of two processes:

• Forward diffusion process that gradually adds noise to input

• Reverse denoising process that learns to generate data by denoising

Forward diffusion process (fixed)

Data Noise

Reverse denoising process (generative)

Sohl-Dickstein et al., Deep Unsupervised Learning using Nonequilibrium Thermodynamics, ICML 2015 
Ho et al., Denoising Diffusion Probabilistic Models, NeurIPS 2020
Song et al., Score-Based Generative Modeling through Stochastic Differential Equations, ICLR 2021



Forward Diffusion Process

85

The formal definition of the forward process in T steps:

Forward diffusion process (fixed)

Data Noise

x0 x1 x2 x3 x4 … xT

mean variance

Sample: 

✏t�1 ⇠ N (0, I)

<latexit sha1_base64="hcne9/AuhBV1sXEeCxBNxVTT7Hc=">AAACUnicbVLLSgMxFE3rq46vqks3wbagqGVGFN0IohvdSAWrhU4ZMumtBjMPkzvSMsw3CuLGD3HjQk3rLKx6IHA4597k5iR+LIVG234tFCcmp6ZnSrPW3PzC4lJ5eeVaR4ni0OSRjFTLZxqkCKGJAiW0YgUs8CXc+PenQ//mEZQWUXiFgxg6AbsNRU9whkbyyqJW7XtIj6irHxSmzo7rAzIPM9r3UtxxMrpFc4m6EGshTdfIqFpWdVwxe4iAugHDO85kepFt2NuuH8luep5tVr1yxa7bI9C/xMlJheRoeOVntxvxJIAQuWRatx07xk7KFAouIbPcREPM+D27hbahIQtAd9JRJBmtGaVLe5EyK0Q6Un92pCzQehD4pnI4r/7tDcX/vHaCvcNOKsI4QQj590G9RFKM6DBf2hUKOMqBIYwrYWal/I4pxtG8gmVCcH5f+S+53q07e/X9y93K8UkeR4mskXWyQRxyQI7JGWmQJuHkibyRD/JZeCm8F80v+S4tFvKeVTKG4vwXzZayBw==</latexit>

where, 

xt =
p
1� �txt�1 +

p
�t✏t�1

<latexit sha1_base64="iEARcDK5VQg9v6uvI6U8uh46QTg=">AAACKXicbVDLSgNBEJz1GeMr6tHLYBQESdgNil6EoBePEUwiZMMyO+nEwdmHM72SsOR3vPgrXhQU9eqPOEkW8VUwUFR10dPlx1JotO03a2p6ZnZuPreQX1xaXlktrK03dJQoDnUeyUhd+kyDFCHUUaCEy1gBC3wJTf/6dOQ3b0FpEYUXOIihHbBeKLqCMzSSV6hu9z2kx9TVNwpTp+T6gMzDIe17KZacId3LrC/DhVgLabJjf9srFO2yPQb9S5yMFEmGmld4cjsRTwIIkUumdcuxY2ynTKHgEoZ5N9EQM37NetAyNGQB6HY6vnRId4zSod1ImRciHavfEykLtB4EvpkMGF7p395I/M9rJdg9aqcijBOEkE8WdRNJMaKj2mhHKOAoB4YwroT5K+VXTDGOpty8KcH5ffJf0qiUnf3ywXmlWD3J6siRTbJFdolDDkmVnJEaqRNO7sgDeSYv1r31aL1a75PRKSvLbJAfsD4+AYk6pjw=</latexit>
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Reverse Denoising Process

Formal definition of forward and reverse processes in T steps:

Reverse denoising process (generative)

Data Noise

Trainable network
(U-net, Denoising Autoencoder)

x0 x1 x2 x3 x4 … xT

Autoencoder predicts the mean of the  
denoised image x(t-1) given x(t).



How do we train? (summary version)

What is the loss function? (Ho et al. NeurIPS 2020 )

U-Net autoencoder takes x(t) as input and 
simply predict a noise. The goal of the training is 
to generate a noise pattern that is unit normal. 



Summary
Training and Sample Generation

88

Intuitively: During forward process we add noise to image. During reverse process we try to predict that 
noise with a U-Net and then subtract it from the image to denoise it.



Implementation Considerations
Network Architectures

89

Diffusion models often use U-Net architectures with ResNet blocks and self-attention layers to represent

Time Representation
Fully-connected 

Layers

Time representation: sinusoidal positional embeddings or random Fourier features.

Time features are fed to the residual blocks using either simple spatial addition or using adaptive group normalization 
layers. (see Dharivwal and Nichol NeurIPS 2021)



Content-Detail Tradeoff

90

Data Noise

Reverse denoising process (generative)

x0 x1 x2 x3 x4 … xT

The denoising model is 
specialized for generating the 
low-frequency content (i.e., 

coarse content)

The denoising model is 
specialized for generating the 
high-frequency content (i.e., 

low-level details)

The weighting of the training objective for different timesteps is important!



DALL·E 2
OpenAI

91

1kx1k Text-to-image generation.

Outperform DALL-E (autoregressive transformer).

Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022. 



CLIP guidance
What is a CLIP model?

92

• Trained by contrastive cross-entropy loss:

• The optimal value of is

Radford et al., “Learning Transferable Visual Models From Natural Language Supervision”, 2021. 
Nichol et al., “GLIDE: Towards Photorealistic Image Generation and Editing with Text-Guided Diffusion Models”, 2021.

Text and image embedding for the same pair should be similar and for different pairs should be dissimilar.



DALL·E 2
Model components

93
Ramesh et al., “Hierarchical Text-Conditional Image Generation with CLIP Latents”, arXiv 2022. 



Slide Credits

• EECS 6322 Deep Learning for Computer Vision, Kosta Derpanis (York 
University)
• Diffusion Model Tutorial CVPR 2022
 https://cvpr2022-tutorial-diffusion-models.github.io/
• Many amazing research papers!


