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Vector and Matrix Products

Inner Product

Outer Product



Vector and Matrix Products



Transpose



Symmetric Matrix

? ?



Trace



Norm



Norm



Orthogonality



Linear Independence

Linearly independent?



Rank of a matrix

Rank of a matrix A is the maximal number of linearly independent columns or rows.

A matrix is full ranked, if all of its columns/rows are linearly independent.



Inverse



Determinant
How do we find determinant 
of a nxn matrix?
See Leibniz formula for
determinants

• Determinant of 2x2 matrix is the area of 
the parallelogram formed by the column 
vectors of the matrix.

• Determinant of 3x3 matrix is the volume of 
a parallelopiped formed by the 3 column 
vectors of the matrix

• Sign indicates whether the transformation 
preserves or reverse orientation.

https://en.wikipedia.org/wiki/Leibniz_formula_for_determinants


Eigenvalue and Eigenvectors

Characteristic polynomial



Eigenvalue and Eigenvectors



Eigenvalue and Eigenvectors

In this shear mapping the red arrow changes 
direction, but the blue arrow does not. The blue 
arrow is an eigenvector of this shear mapping 

because it does not change direction, and since 
its length is unchanged, its eigenvalue is 1.

[a,0] is an eigenvector for any value of a.

https://en.wikipedia.org/wiki/Shear_mapping


Singular Value Decomposition

U and V are orthonormal matrices, 
i.e. UTU=I and VTV=I

D is a diagonal matrix, where each 
diagonal element is known as singular 
values. Dii=𝜎i

r is the rank of the matrix
r <= min (n,d)



Singular Value Decomposition

Consider matrix A as collection of ‘n’ d-dimensional vectors ai.
Let us consider v as unit vector in d-dimensional space.

Then |ai.v| is the magnitude of project of each data point ai onto v.
|A.v|2 is the sum of the squared distances of all the data points to the line v.

Finding v1 indicates the direction in which the data is most 
spread. -> Most informative direction of the data

https://towardsdatascience.com/simple-svd-algorithms-13291ad2eef2



Singular Value Decomposition

https://jonathan-hui.medium.com/machine-learning-singular-value-
decomposition-svd-principal-component-analysis-pca-1d45e885e491

Applying A to any vector x can be visualized as…

Change of basis



Eigen-decomposition vs SVD
A = U.D.VTA = P.D.P-1

• The vectors in the eigen-decomposition matrix 𝑃 are not necessarily orthogonal, so the change of basis isn't a simple 
rotation. On the other hand, the vectors in the matrices 𝑈 and 𝑉 in the SVD are orthonormal, so they do represent 
rotations (and possibly flips).

• In the SVD, the nondiagonal matrices 𝑈 and 𝑉 are not necessarily the inverse of one another. They are usually not 
related to each other at all. In the eigen decomposition the nondiagonal matrices 𝑃 and 𝑃−1 are inverses of each other.

• The SVD always exists for any sort of rectangular or square matrix, whereas the eigen decomposition can only exists 
for square matrices, and even among square matrices sometimes it doesn't exist (eigen vectors need to be linearly 
independent).

They are same when A is positive semi-definite matrix, i.e.
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Gradient



Gradient

y is scalar

x is a nx1 dim vector
What is the dimension?

What is the result?

What is the result?



Hessian
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Conditional Probability

Chain Rule

Independence

Bayes Rule



Random Variables



Random Variables

Continuous Random 
Variable

Discrete Random 
Variable



PDF & CDFs



Discrete random variables



Continuous random variables



Expectation



Variance



Covariance



Slide Credits

• Stanford CS 229, Linear Algebra Review, Zico Kolter.
• Stanford CS 229, Probability Review, Maleki & Do.

https://cs229.stanford.edu/section/cs229-linalg.pdf
https://cs229.stanford.edu/section/cs229-prob.pdf

