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What is “Recognition™?
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Next few slides adapted from Li, Fergus, & Torralba’s
excellent short course on category and object recognition



http://people.csail.mit.edu/torralba/shortCourseRLOC/index.html

What is “Recognition™? =

* Verification: is that a lamp? S o ke
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e |dentification: is that Potala Palace?



What is “Recognition”? e \ mountain
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* Object categorization
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* Scene and context categorization



What is ”Recognition”?-'-“' e what are these
P people doing?
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* Activity / Event Recognition

.......



Recognition: What type of output?

Image classification Object detection

person, sheep, dog

Semantic segmentation

* And beyond: depth/3D structure prediction, image description, etc.



Object recognition: Is it really so hard?

Find the chair in this image Output of normalized correlation
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Object recognition: Is it really so hard?

Find the chair in this image

Pretty much garbage:
Simple template matching is not
going to do the trick



Object recognition: Is it really so hard?

Find the chair in this image

A “popular method is that of template matching, by point to point correlation of a model
pattern with the image pattern. These techniques are inadequate for three-dimensional
scene analysis for many reasons, such as occlusion, changes in viewing angle, and
articulation of parts.” Nivatia & Binford, 1977.



Why not use SIFT matchmg for everythmg?

* Works well for object instances (or
distinctive images such as logos)

* Not great for generic object
categories




And it can

Brady, M. J., & Kersten, D. (2003). Bootstrapped learning of novel objects. J Vis, 3(6), 413-422



Why is recognition hard?

Images
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Variability: Camera position,
Illumination,
Shape,
etc...

Svetlana Lazebnik
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How many object categorles are there?
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Variation Makes Recognition Hard

* The same class of object
can appear very
differently in different
Images

Deformation

Background Clutter

Occlusion




The Semantic Gap
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Image Classifiers in a Nutshell

: classifier ( ) :
* [nput: an image

* Output: the class label for that image class label;

* Label is generally one or more of the

discrete labels used in training — Cat
e e.g. {cat, dog, cow, toaster, apple, tomato,
truck, ... }
— (lDOg”

= “Toaster”




The Problem is Under-constrained

* Distinct realities can produce the same
image...

* We generally can’t compute the “right”
answer, but we can compute the most
likely one...

* We need some kind of prior to condition

| think there may be

on. We can learn this prior from data: R~ 2 ooy amongus..

f(z) = argmax P({;|data)
Cx




What Matters in Recognition?

 Data

* More is always better (as long as it is good data)
* Annotation is the hard part

* Representation
* Low level: SIFT, HoG, GIST, edges
* Mid level: Bag of words, sliding window, deformable model
* High level: Contextual dependence
* Deep learned features

* Learning Techniques
* E.g. choice of classifier or inference method



What Matters in Recognition?

 Data

* More is always better (as long as it is good data)
* Annotation is the hard part



Flickr Photos From 1 Day in 2011
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https://www.kesselskramer.com/project/24-hrs-in-photos/



https://www.kesselskramer.com/project/24-hrs-in-photos/

Data Sets

PASCAL VOC

* Not Crowdsourced, bounding boxes, 20 categories

ImageNet
* Huge, Crowdsourced, Hierarchical, Iconic objects

SUN Scene Database, Places
* Not Crowdsourced, 397 (or 720) scene categories

LabelMe (Overlaps with SUN)

* Sort of Crowdsourced, Segmentations, Open ended

SUN Attribute database (Overlaps with SUN)

* Crowdsourced, 102 attributes for every scene

OpenSurfaces
* Crowdsourced, materials

Microsoft COCO

* Crowdsourced, large-scale objects

... and many more https://paperswithcode.com/datasets?task=image-classification



The PASCAL Visual Object Classes
Challenge 2009 (VOC2009)

* 20 object categories (aeroplane to TV/monitor)

* Three challenges:
* Classification challenge (is there an X in this image?)
* Detection challenge (draw a box around every X)
* Segmentation challenge (which class is each pixel?)




Large Scale Visual Recognition Challenge

(ILSVRC) IMAGENET
20 obi | 22 591 ]
1000 object classes 1,431,167 images

http://image-net.org/challenges/LSVRC/{2010,2011,2012}



Variety of object classes in ILSVRC
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Variety of object classes in ILSVRC

Hatchet

4

Screwdriver Ladybug Honeycomb
: >

Amount of Texture

Color Distinctiveness

Jigsaw Puzzle Foreland Lipstick Bell
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Shape Distinctiveness

Real-world Size

Low High



What Matters in Recognition?

* Representation
* Low level: SIFT, HoG, GIST, edges
* Mid level: Bag of words, sliding window, deformable model
* High level: Contextual dependence
* Deep learned features



Recall: Origins of computer vision

Pattern Classification
and Scene Analysis

Richard O.Duda and
_ Peter E. Hart

"

.....

Hough, 1959 Roberts, 1963 Rosenfeld, 1969 Duda & Hart, 1972



https://dspace.mit.edu/handle/1721.1/11589
https://inspirehep.net/literature/919922

History of recognition: Geometric alignment

[

Ayache & Faugeras (1986) Huttenlocher & Ullman (1987)



Hand

History of recognition: Hierarchies of parts
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http://s-f-walker.org.uk/pubsebooks/epubs/Marr%5d_Vision_A_Computational_Investigation.pdf

History of recognition: Deformable templates

TN 23LE T A 123454783 3123488735012 3455, 7398

1. SEUININEPE¢ fE+FRFF PFECEEPUAATPIINNGN
2 BAIAINERPPPCCEPEEEEER 134 JAUUS2 A UVEER
3 BUEEEEGICOEEEE+e dHT4EIISITLREELCENIUS
4 REFFEECewItF+423 393000 YRLELIARCEE SN
S EEFAVILPEL+FEMBBYERBERBESVECAGIHVIFIE

5 @S99 er i ¢ \DEBEFEEBRERANUI3SaFFHERRE

5
T SEEVEEFCCCPEBRREANAANIARATFFCSE o239
£ Efebvées+OGRBAGANEENSARRBEDE-VVEREARS

T E¥evii++40RGAGAGAGRYACRARARAE VD525

10 EEEEF:viBBAS0ARSAGAARREEEERBRYV2RERLY
11 €E€¥%3+:4QARGAG0CAGJIGANERBAEARARSERNES3

12 994+3330BEGIRBENRERCEFEPABBRNAY 2 IR~

15 BY3+S«¢BDEBBDEDBEX L 1 2 (XINNER+ AVEFRQ
14 Ses¢FFEEGESEBABA) +===+) /VREBAVYYA 3333
1¢ ¢
16 Q#FRIS“VRICAX]+
17 b(‘“ﬁ‘i-inr.'\ vil+
TR Fedzec )
15 €E3E=un l* 8L =-===1) )7 xBZ1 XXXLE A A
20 #5EVALGF-4FOABFA) XSFBETN XTI XXX AAVIAYA

~+1ABE8S/ . ALMI48 3
=]1L8897 AAAVHREM

S1ABEXXXAAMIAGA

FTLIVERASIBEX) =T T+ VMBRBAZAVIakd

2T ESFVAERNGAVRBVAE ST VeR Y AR T I XNAATARE

22 EPOMAAXAFAXXZIIXA=ZZIN11ZXX]) IZXXAAMMAL
23 EEEVAXXVOVX1)IZZ-1¢ -+)ZA1+)Z XXXXAAAX

T2 SSVVARERAVETREX)TYE RYXALTLZZZZXNXKX

25 BHMYAXYAAAVX] ) IX+ )1- +)xA+))111112272

26 PBAVNMAXXAAMXL))EXIX14=+¢1AX+++4)))11112
XVXTIXAXXXZT N # 25+ + % %))

28 AAAXXXXXXAAXAVELXXXZZ })AQ1++++)))11111

25 AXXYXXXXIAEXXRECAQEE()122)¢++))))11111

TTIC XXXZUIILUXEVXALXKT XN 2 ass 7 XV VNV 2ZET

31 XXXZZZZLIV@®AXIXZL1ZABSWFEX127ZZLLXXX
32 XXXZZ2X@+2FFIA2) )IZALMARARSAXNXXNXXAA

TT  XXX7 7 Aee- CE RO XECE IR eE 552743 AT

34 XXXXAQE: X8RHULEACOAXXAM1BIRRIVIFI4II

35 XXABOEBE )OMAMMAXXXXXAW) ABSECEFXEEHVM

1234567890123456789C123456789C123456739

Original picture.

M. Fischler and R.

TN C3486TEGC 123456 TABN) 234547535123630740

1

B84 AFCANAVEFALBBLLEX 1 I XV VERY Y ] 04

2 SIBHIBHPEIZXVEAY ABKY 495E |RX YN+ BE BAE
2 alsioivrlsahlsuuev 89-86) FEKAKrE 858
4 Y @+ BV E= \BXe+BEB/ )FYB LA (
5 F+A#ITRHAFT9BAYORA  BUHSE ERBTHYCINR
6- B-8/84¢65]§BEE/N AV SSERAE "+ 24 HHOR S X
7 (@ZBVEVAR:BYERSRER:E /ARBABASXAVARAR]
2 @BA/VBiM)EL¢/BAS8YHUGI+wABYE /" BEE
G €BL//BXvyeBkB¥=eBBBEe KBHA. 1BR = B¢ A
1C B8s8%e)NEBEBANAKORYABACRIER I K XBY =R +
_1]__E¢DASSYS E+G0836 /SRRNARAEAENRE AN
12 28+84x")(UVREBB==2REAV+D-ROPAR ‘-~ 243804
13 GHeXEAYBEEBCEERw€-) ) ¥~ 3dB/-$V@+lwxA
14 B/ R)FEERARBR1- +7) AYELEVEBE YW4RE
1 ZAltllnﬂllz= 1 21/-BBRBe+ Bl4l9
16 B8IKa37998589]1))==)1 +=GIRBLX=XXUi2+
L17  BZAXIAXBEB-1€)A)-__ } £ IBIMXANE MAEETL
T18 vBYX€Z/=emE-AX Al 1FBALL 418 ARKAA
17 ESZAdKYXEEYLEE) X + PANYIE/EXSB15]
2C A+ ABIBL4MGAAFR++EZVEAV]1 7@ A7EA §X
21 ZGXAZAAABARFLIFA =1288X21= AXE-XZ4418
22 AL&VMENMEVENMTVABRX 121 1MALIAXZOXXX1AAM
23 _MBINZITE€+R21) 2=71)-=V  +¥] B1EXXAVeA
24 BERIZE==v1 I41) I- M2=+))LAA)+s 7B
25 BA-)BLEIEEAX VX++2]l) =€)V 4A XXX
€-12214Y2% X 4= ZAL11 XX1X1+
T27 VBBBW)EW) XX NEIXZAW-+ @6+ XI X. -8 +A
28 IXLA)IZ1=MEVivEXLILIX & Z)1 }) A Sxx=-A
2T esVe M )ZAX)-¥BBYREZ1X81A43 1M X AXe
T30TTZAASIAX==AZ8] ) r+)ALABVYenA) ) e l=la=X
31 )ZRNXZZAMEEB-VBAZ AeNRURXE=X 1V))+)
32 AGE AACHIEZBBZ ) 1)VEsA=BXS83AVY AEE@HS
337 ) CLX-By ®ASd 816 J4V-€lAEVSesVEINS]
34 Z1A VOR®1G)BIFINAVX WAALEECXXVESXBERB AT
_35  &BIBBX_ Z)@FS/X1IX1V+E+XORCBEX-UEAR

Noisy picture (sensed scene) as used in experiment.
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L(EV)A for hair. (Density at a point is proportional

to probability that hair is present at that loca-
tion.)

HAIR WAS LOCATED AT (11, 21)
L/EDGE WAS LOCATED AT (25, 11)
R/EDGE WAS LOCATED AT (25, 24)
L/EYE WAS LOCATED AT (21, 15)
R/EYE WAS LOCATED AT (21, 21)
NOSE WAS LOCATED AT (26, 18)
MOUTH WAS LOCATED AT (29, 17)

Elschlager, The representation and matching of pictorial structures, IEEE
Trans. on Computers, 1973



http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.118.7951&rep=rep1&type=pdf

—Iistory of recognition: Appearance-based models

(®)

M. Turk and A. Pentland, Face recognition using H. Murase and S. Nayar, Visual learning and recognition of 3-d
eigenfaces, CVPR 1991 objects from appearance, IJCV 1995



https://sites.cs.ucsb.edu/~mturk/Papers/mturk-CVPR91.pdf
https://sites.cs.ucsb.edu/~mturk/Papers/mturk-CVPR91.pdf
http://murase.m.is.nagoya-u.ac.jp/~murase/pdf/704-pdf.pdf
http://murase.m.is.nagoya-u.ac.jp/~murase/pdf/704-pdf.pdf

History of recognition: Features and classifiers

Appearance manifolds
+ neural network NON-FACES

Non-Face Centroids

Face Centroids

Sung & Poggio (1994) Osuna, Freund, Girosi (1997)

Support vector machines

Neural network

i Receptive fields :
Hidden units

- - o
Z==0
ﬁ%—; gt
Network o
2 Output
o

nput Q oog
Inpi /5555 gggo =0
i&:ﬁzb\gg%m /

Neural network

Rowley, Baluja, Kanade (1998)

Statistics of feature responses, probabilistic classifier

RFCHNFAGOENES

. _ object
ﬁ,.fisP(ql”object)P(pos{ |q2i, object) 5 p(object)
1i=1 P(ql{"object) < P(object)
” object
Dgubs

Schneiderman & Kanade (1998)

Rectangle features, boosting

V7,

Viola & Jones (2001)




History of recognition: Deformable templates

Pictorial structures revisited Discriminatively trained deformable part-based models

Pr(P

tor> ann

Cimy =L e 2ol prameey)
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part appearance

part geomeltry

Felzenszwalb & Huttenlocher (2000) Felzenszwalb et al. (2008)




History of recognition: Constellation models
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Weber, Welling & Perona (2000), Fergus, Perona & Zisserman (2003)



History of recognition: Bags of keypoints

R A JTh® = T L @™

Csurka et al. (2004), Willamowski et al. (2005), Grauman & Darrell (2005), Sivic et al. (2003, 2005)

Inspired by Bag of Words features from NLP



Spatial pyramids

* Orderless pooling of local features over a coarse grid

Pyramid representations are very
e e POpularin Vision, and still used in
= R LELEE R conjunction with deep learning.

| A T
e M A
1 e
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level O level 2

Lazebnik, Schmid & Ponce (CVPR 2006)



Spatial pyramids

e (Caltech101 classification results:

Weak features (16) Strong features (200)

Level || Single-level = Pyramid | Single-level = Pyramid
0 15.5 =0.9 41.2 1.2

1 3114 +£1.2 328 £1.3 | 55.9+0.9 57.0 £0.8

2 472 +1.1 493 +14 | 63.6 0.9 64.6 0.8

3 522 4+0.8 54.0+1.1 | 603 +0.9 64.6 £0.7




History of recognition: Neural networks

Perceptrons Back-propagation Neocognitron
et B US1 UC2 U83 UCS
perceptron [ LG aner oo ] U G / U sS4
A . . _> uu s /mzmis - ; g UC4
. Perceptrons E E é E é é
input f 3 : :
layer / y T
i A el Ziggiﬁén edge recognition
Rosenblatt (1958) Minsky & Papert (1969) Rumelhart, Hinton & Williams (1986) extraction layer

Fukushima (1980)

2088 \ / 2048 \dense

LeNet-5
AlexNet
C3: f. maps 16@10x10
INPUT C1: feature maps S4: f. maps 16@5x5
6@28x28
32x32 S2: f. maps r C5: layer pg. layer OUTPUT
r 120 84 10

ey |T_
"

| | Full coanection ’ Gaussian connections
Convolutions Subsampling Convolutions ~ Subsampling Full connection

r
"

dense dens:

1000

128 Max Sort L
Max T Max pooling 2048
pooling pooling

48

Krizhevsky et al. (2012)
LeCun et al. (1998)



What Matters in Recognition?

* Learning Techniques
* E.g. choice of classifier or inference method



Training & Testing a Classifier
Training [ Training J
/" Training Labels

images J
ﬂ[ image ]q[Training]ﬁ[Learned]

Features Classifier

Dataset: ETH-80, by B. Leibe Slide credit: D. Hoiem, L. Lazebnik



Training & Testing a Classifier
Training [ Training J
/" Training Labels

Images J
ﬂ[ image ]q[Training]ﬁ[Learned]

Features Classifier

Testing

Test Image

- Image - Learned H .
n [ Features ] [ Classifier Predlcuon]

Dataset: ETH-80, by B. Leibe Slide credit: D. Hoiem, L. Lazebnik



Classifiers

* Nearest Neighbor

* kNN (“k-Nearest Neighbors”)
* Linear Classifier

* Neural Network

* Deep Neural Network



Classifiers

* Nearest Neighbor
* kKNN (“k-Nearest Neighbors”)



Nearest Neighbor (NN) Classifier

* Train

e Remember all training images
and their labels

* Predict
* Find the closest (most
similar) training image

* Predict its label as the true

labe




CIFAR-10 and NN results

Example dataset: CIFAR-10

10 labels For every test image (first column)
50,000 training images exam Ig of neare%t neighbors in rows
10,000 test images. i >
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Slides from Andrej Karpathy and Fei-Fei Li
http://vision.stanford.edu/teaching/cs231n/



k-nearest neighbor

* Find the k closest points from training data
* Take majority vote from K closest points

the data NN classifier




What does this look like?
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What does this look like?
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K-Nearest Neighbors: Distance Metric

L1 (Manhattan) distance L2 (Euclidean) distance
di(f,B) =} |1} - I aht) = [ -1y
P P

Demo: http://vision.stanford.edu/teaching/cs231n-demos/knn/



http://vision.stanford.edu/teaching/cs231n-demos/knn/

Hyperparameters

e What is the best distance to use?
e What is the best value of k to use?

* These are hyperparameters: choices about the algorithm that we set
rather than learn

* How do we set them?
* One option: try them all and see what works best



Setting Hyperparameters

Idea #1: Choose hyperparameters
that work best on the data

BAD: K = 1 always works
perfectly on training data

Your Dataset

Idea #2: Split data into train and test, choose
hyperparameters that work best on test data

BAD: No idea how algorithm
will perform on new data

train test
Idea #3: Split data into train, val, and test; choose Better!
hyperparameters on val and evaluate on test '
train validation test

Slide composited from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Setting Hyperparameters

Your Dataset

Idea #4: Cross-Validation: Split data into folds,
try each fold as validation and average the results

fold 1 fold 2 fold 3 \ fold 4 \ fold 5 test
fold 1 fold 2 fold 3 \ fold 4 \ fold 5 test
fold 1 fold 2 fold 3 \ fold 4 \ fold 5 test

Useful for small datasets, but not used too frequently in deep learning

Slide composited from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



KNN -- Complexity and Storage

* N training images, M test images

* Training: O(1)
e Testing: O(MN)

* We often need the opposite:
* Slow training is ok
* Fast testing is necessary




k-Nearest Neighbors: Summary

* In image classification we start with a training set of images and
labels, and must predict labels on the test set

* The K-Nearest Neighbors classifier predicts labels based on nearest
training examples

* Distance metric and K are hyperparameters

* Choose hyperparameters using the validation set; only run on the
test set once at the very end!



Problems with KNN: Distance Metrics

- terrible performance at test time
- distance metrics on level of whole images can be
very unintuitive

original shifted messed up darkened

(all 3 images have same L2 distance to the one on the left)



Problems with KNN: The Curse of Dimensionality

* As the number of dimensions
increases, the same amount of data
becomes more sparse.

* Amount of data we need ends up being
exponential in the number of
dimensions

Animation from https://www.cs.cornell.edu/courses/cs4780/2018fa/lectures/lecturenote02 kNN.html



https://www.cs.cornell.edu/courses/cs4780/2018fa/lectures/lecturenote02_kNN.html

Classifiers

e Linear Classifier



Linear Classifiers

Neural Network

Linear
classifiers




Linear Classification vs. Nearest Neighbors

* Nearest Neighbors
* Store every image

* Find nearest neighbors at test
time, and assign same class




Linear Classification vs. Nearest Neighbors

* Nearest Neighbors

* Store every image
* Find nearest neighbors at test ‘

time, and assign same class . ‘ ‘ .

e Linear Classifier

e Store hyperplanes that best
separate different classes ‘ ‘ .‘ ‘

* We can compute continuous class
score by calculating (signed) ‘ ‘
distance from hyperplane ‘ ‘

We can interpret this as a linear
"score function” for each class.




Score functions

- class scores

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Parametric Approach

Image parameters

f(x,W) 10 numbers,

indicating class
s scores

[32x32x3] = 3072

array of numbers 0...1

(3072 numbers total)

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Parametric Approach: Linear Classifier

f(il?, W) _ @ 3072x1

10x1 10x3072
\ ; 10 numbers,
” indicating class
o scores

[32x32x3] = 3072
array of numbers 0...1

parameters, or “weights”

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Parametric Approach: Linear Classifier

f(z, W)|=Wig 3972*1 |(+b)|10x1

10x1 10x3072
\ 10 numbers,
iIndicating class
s scores

[32x32x3] = 3072
array of numbers 0...1

parameters, or “weights”

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Linear Classifier

define a score function data (image)

/

f(zi, W,b) = Wz; + b

f \

“weights” bias vector

class scores
“parameters”

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Interpretation: Algebraic
Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

stretch pixels into single column

0.2 | 05 | 0.1 2.0 56 11 -96.8 | cat score

TR RO RN | 231 | 4 (RN . BAGEGN . oo

0O (025 0.2 | -0.3 -1. :
input image 24 L= 61.95 ship score

L

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



Interpretation: Geometric

* Parameters define a hyperplane for
each class: /

* We can think of each class score as
defining a distribution that is
proportional to distance from the
corresponding hyperplane

The Space of
All Images




Interpretation: Template matching

* We can think of the rows in |}/ as templates for each class

plane car berd cat deer

horse

Rows of Win f(x;, W,b) = Wax; + b




Linear Classifier: Three Viewpoints

Algebraic Viewpoint

Siretch pixels into column

f(x, W)

0.2

0.5 04

20

1.5

1.3 24

025 0.2

0.3

56

231

24

= W

11

-96.8 a

3.2

-1.2

437.9

61.95

Visual Viewpoint

One template
per class

Geometric Viewpoint

Hyperplanes
cutting up space




Hard Cases for a Linear Classifier

Class 1. Class 1: Class 1:
First and third quadrants 1 <=L2norm <=2 Three modes
Class 2: Class 2: Class 2:

Second and fourth quadrants Everything else Everything else




So far: Defined a (linear) score function f(x,W)=Wx +b

Example class
scores for 3
Images for
some W.

How can we tell
whether this W
IS good or bad?

Catimage by Mikita is licensed under CC-BY 2.0
Carimage is CCO 1.0 public domain
‘oo image isin the public domain

airplane -3.45
automobile -8.87
bird 0 U9
cat 2.9
deer 4.48
dog Bk 02
frog 3 78
horse 1z 06
ship -0.36
truck -0.72

S oiell
6.04
DoeiSel:
-4.22
-4.19
Shedio
4.49
=4 .37
v B
—~ 200

=




Recap

* Learning methods
* k-Nearest Neighbors
* Linear classification

* Classifier outputs a score function giving a score to each class

* How do we define how good a classifier is based on the training data?
(Spoiler: define a loss function)



Linear classification

,,.‘ -

TODO:

1. Define a loss function
that quantifies our
unhappiness with the

sirplane =3.45 ~Hx 0 s scores across the training
automobile -8.87 6.04 4.64 d t

bird 0.09 W i 2. 65 ata.

- 2.9 -4.22 Bl

door 4.48 -4.19 2.64 2. Come up with a way of

dog 232 3.58 5.55 efficiently finding the

frog . 4.49 -4.34 A N
ol i B T oy parameters that minimize
ship -0.36 —2 .09 _4.79 the loss function.

truck -0.72 -2.93 6.14 (optimization)

licensed under CC-BY 2 0: Carimage is CCO 1.0 public domain; Frog imadge is in the public domain

Output scores



Loss functions

Suppose: 3 training examples, 3 classes.

_ A loss function tells how
With some W the scores f(x, W) = Wz are:

good our current classifier is
Given a dataset of examples

{(9327 yz) i =1

Where Z; is image and

cat 3.2 1.3 2 9 Y; is (integer) label
car 51 4.9 25 Loss over the dataset is a

sum of loss over examples:
frog -17 20 '31

ZL Q’Jz, yz)




Simpler example: binary classification

* Two classes (e.g., “cat” and “not cat”)
* AKA “positive” and “negative” classes

cat not cat



Linear classifiers

« Find linear function (hyperplane) to
separate positive and negative

examples

X; positive: X,-w+b=0 ® o
@

X; negative: X,-w+b<0 o

Which hyperplane is best? We
need a loss function to decide



What is a good loss function?

* One possibility: Number of misclassified examples
* Problems: discrete, can’t break ties
* We want the loss to lead to good generalization
* We want the loss to work for more than 2 classes




Softmax classifier

* Interpret Scores as f(zi,W) =Wz (score function)
unnormalized log
probabilities of classes v softmax function
>je”
Squashes values into probabillities :
ranging from 0 to 1 Pyi |z W)

Example with three classes:
[1,-2,0] — [e!,e?,e% =[2.71,0.14,1] — [0.7,0.04, 0.26]



Softmax classifier
Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

stretch pixels into single column

02 | 05| D1 | 2.0 56 11 -96.8 | cat score 0.06

1D 1.3 2.1 0.0 231 + 32 | —» | 4379 dog score — 0.82
fy;

e

input image O [Reoiiifha ] <0 24 . 61.95 | ship score el 0.12
|74 2 b f(z;; W, b) Softn.@)f
“probabilities”




Cross-entropy loss

f(z;, W) =Wz; (score function)



Cross-entropy loss

f(z;, W) =Wz; (score function)

W fy, : score of correct class

N\

-
e’vi We call L; cross-
Lz‘_——IO . = =T, J l
2 (Z] e’i ) b o 108 ;ef entropy loss




Cross-entropy loss

f(z;,W)=Wgz; (score tunction)

-
e’v We call L; cross-
Lz' = —1lo : = =y j l
g ( _ ) L; = —f, + log ;ef entropy loss

T l.e. we're minimizing
the negative log
likelihood.




Losses

* Cross-entropy loss is just one possible loss function

* One nice property is that it reinterprets scores as probabilities, which have a
natural meaning

e SVM (max-margin) loss functions also used to be popular
* But currently, cross-entropy is the most common classification loss



Summary

* Have score function and loss function
* Currently, score function is based on linear classifier
* Next, will generalize to convolutional neural networks

* Find W and b to minimize loss

1 efy,' - -
Toc=:- % + A W
a Zz: - Zjeff >k4 >14 -

v Regularization term

Average of cross-entropy loss
over all training examples




What’s Still Hard?

Animal->Bird->Oriole...

* Fine-grain classification

 How do we distinguish between more
subtle class differences?

Scott Oriole



What’s Still Hard?

* Few shot learning

* How do we generalize from only a small
number of examples?




Slide Credits

* CS5670, Introduction to Computer Vision, Cornell Tech, by Noah
Snavely.

* CS 543 Computer Vision, by Stevlana Lazebnik, UIUC.

* EECS 442 Computer Vision, by Justin Johnson & David Fouhey, U
Michigan.



https://www.cs.cornell.edu/courses/cs5670/2022sp/
https://slazebni.cs.illinois.edu/fall22/
https://web.eecs.umich.edu/~justincj/teaching/eecs442/WI2021/

