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Image Classification: 
a core task in computer vision
• Assume given set of discrete labels, e.g. 

{cat, dog, cow, apple, tomato, truck, … }



Linear Classifier

Slide adapted from Andrej Karpathy and Fei-Fei Li http://vision.stanford.edu/teaching/cs231n/



• Parameters define a hyperplane for 
each class:

• We can think of each class score as 
defining a distribution that is 
proportional to distance from the 
corresponding hyperplane

Linear Classifier

f(xi,W, b) = Wxi + b
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The Space of
All Images



• Two classes (e.g., “cat” and “not cat”)
• AKA “positive” and “negative” classes

Simpler example: binary classification

cat not cat
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Simpler example: binary classification

Which hyperplane is best? We 
need a loss function to decide 

• Find linear function (hyperplane) to 
separate positive and negative 
examples



Linear classification

Output scores



Loss functions



• Interpret Scores as 
unnormalized log 
probabilities of classes

Softmax classifier

Squashes values into probabilities 
ranging from 0 to 1

(score function)

Example with three classes:



Softmax classifier

0.06

0.82

0.12

Softmax
“probabilities”



Cross-entropy loss

(score function)

We call Li cross-
entropy loss



Cross-entropy loss

(score function)

We call Li cross-
entropy loss

fyi : score of correct class



Cross-entropy loss

(score function)

We call Li cross-
entropy loss



• Have score function and loss function
• Currently, score function is based on linear classifier
• Next, will generalize to convolutional neural networks

• Find W and b to minimize loss

Summary

Average of cross-entropy loss 
over all training examples

{ Regularization term



(Deep) Neural Networks



Neural networks



Neural networks

Non-linear Activation Function
(many other choices exist)



Neural networks

(100 x 3072 matrix)
(10 x 100 matrix)

100D intermediate 
vector



Neural networks

• Total number of weights to learn: 
3,072 x 100 + 100 x 10 = 308,200



Neural networks

also called “Multi-Layer 
Perceptrons” (MLPs)



Neural networks
• Very coarse generalization of neural networks:

• Linear functions chained together and separated by non-linearities 
(activation functions), e.g. “max”

• Why separate linear functions with non-linear functions?
• Very roughly inspired by real neurons





Neural network architecture
• Computation graph for a 2-layer neural network 

Neuron or unit



Deep networks typically have many layers and potentially millions of parameters





Optimizing parameters with gradient descent

• How do we find the best W and b parameters?
• In general: gradient descent

1. Start with a guess of a good W and b (or randomly initialize them)
2. Compute the loss function for this initial guess and the gradient of the loss 

function
3. Step some distance in the negative gradient direction (direction of steepest 

descent)
4. Repeat steps 2 & 3

• Note: efficiently performing step 2 for deep networks is called 
backpropagation



The Learning Cycle: Forward Propagation

Using the current weights of the model 
calculate the hidden layer neurons, then 
calculate the output p.



The Learning Cycle: Backward Propagation



Gradient descent: walk in the direction opposite gradient
• Q: How far?
• A: Step size: learning rate
• Too big: will miss the minimum
• Too small: slow convergence



2D example of gradient descent
• In reality, in deep learning we are 

optimizing a highly complex loss 
function with millions of 
variables (or more)
• More on this later…

https://laptrinhx.com/gradient-descent-animation-2-multiple-linear-regression-3070246823/

https://laptrinhx.com/gradient-descent-animation-2-multiple-linear-regression-3070246823/


Convolutional Neural Networks (CNNs)



Convolutional neural networks





f = linear classifier



Last layer of most CNNs is a linear classifier

Input  
Pixels

Ans

Perform everything with a big neural  
network, trained end-to-end

This piece is just a linear classifier

Key: perform enough processing so that by the time you get  
to the end of the network, the classes are linearly separable

(GoogLeNet)



Visualizing AlexNet in 2D with t-SNE

[Donahue, “DeCAF: DeCAF: A Deep Convolutional …”, arXiv 2013](2D visualization using t-SNE)

Linear  
Classifier



Convolutional neural networks

• Layer types:
• Convolutional layer
• Pooling layer
• Fully-connected layer



AlexNet: An Early Example

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf







Convolution (Recap)

• Same as cross-correlation, except that the kernel is “flipped” 
(horizontally and vertically)

• Convolution is commutative and associative

This is called a convolution operation:
Cross-correlation





Number of weights: 5 x 5 x 3 + 1 = 76
(vs. 3072 for a fully-connected layer)
(+1 for bias)









(total number of parameters: 6 x (75 + 1) = 456)









AlexNet: An Early Example

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



Slide Credits: Gedas Bertasius



How Else to Shrink the Model Size?
Pooling Layer:
• Max Pooling
• Other pooling options like average pooling are also used



Slide Credits: Gedas Bertasius



AlexNet: An Early Example

https://papers.nips.cc/paper/4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



Fully Connected Layer



Slide Credits: Gedas Bertasius



Slide Credits: Gedas Bertasius





Same as a linear classifer!



Where Models Learn Features of an Image

Low-level features
Lines, oriented edges Mid-level features

Combine edges: 
curves, shapes

High-level features
Combine shapes: 
objects, scenes

Predictor
Process features and 

predict output





AlexNet (2012)

Output: 1,000-D vector 
(probabilities over 1,000 

ImageNet categories)

Elgendy, Deep Learning for Vision Systems, https://livebook.manning.com/book/grokking-deep-learning-for-computer-vision/chapter-5/v-3/

6M parameters in total

https://livebook.manning.com/book/grokking-deep-learning-for-computer-vision/chapter-5/v-3/




Big picture
• A convolutional neural network can be thought of as a function from 

images to class scores
• With millions of adjustable weights… 
• … leading to a very non-linear mapping from images to features / class scores.
• We will set these weights based on classification accuracy on training data…
• … and hopefully our network will generalize to new images at test time



Data is key—enter ImageNet
• ImageNet (and the ImageNet Large-Scale Visual Recognition Challege, 

aka ILSVRC) has been key to training deep learning methods
• J. Deng, W. Dong, R. Socher, L.-J. Li, K. Li and L. Fei-Fei, ImageNet: A Large-Scale Hierarchical 

Image Database. CVPR, 2009.

• ILSVRC: 1,000 object categories, each with ~700-1300 training 
images. Test set has 100 images per categories (100,000 total).
• Standard ILSVRC error metric: top-5 error
• if the correct answer for a given test image is in the top 5 categories, your 

answer is judged to be correct



Performance improvements on ILSVRC
• ImageNet Large-Scale Visual 

Recognition Challenge
• Held from 2011-2017
• 1000 categories, 1000 training 

images per category
• Test performance on held-out test 

set of images

AlexNet

Pre-deep 
learning era {Deep learning era



Image credit: Zaid Alyafeai, Lahouari Ghouti



Closer look at Convolution





























Output filter size: (N + 2*pad – F)/S   + 1





Padding & Stride in CNN

padding=1, stride=2















Convolutional layer—properties

• Small number of parameters to learn compared to a fully connected 
layer
• Preserves spatial structure—output of a convolutional layer is shaped 

like an image
• Translation equivariant: passing a translated image through a 

convolutional layer is (almost) equivalent to translating the 
convolution output (but be careful of image boundaries)



Self-study



https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html

https://cs.stanford.edu/people/karpathy/convnetjs/demo/cifar10.html


Train a neural network for classification 
on CIFAR10 dataset in google colab

Google Colab Page

https://colab.research.google.com/github/pytorch/tutorials/blob/gh-pages/_downloads/cifar10_tutorial.ipynb


Where to Look for More Information

● Explore existing computer vision and machine learning frameworks
○ https://pytorch.org/
○ https://www.tensorflow.org/
○ https://keras.io/
○ https://opencv.org/

● Watch more in-depth lecture series
○ The Ancient Secrets of Computer Vision - Joseph Redmon
○ Deep Learning Specialization - Andrew Ng

● Checkout other online courses and guides
○ https://ai.google/education/
○ https://www.udacity.com/course/deep-learning-pytorch--ud188

https://pytorch.org/
https://www.tensorflow.org/
https://keras.io/
https://opencv.org/
https://www.youtube.com/watch?v=8jXIAWg_yHU&list=PLjMXczUzEYcHvw5YYSU92WrY8IwhTuq7p
https://www.youtube.com/watch?v=CS4cs9xVecg&list=PLkDaE6sCZn6Ec-XTbcX1uRg2_u4xOEky0
https://ai.google/education/
https://www.udacity.com/course/deep-learning-pytorch--ud188


Slide Credits

• CS5670, Introduction to Computer Vision, Cornell Tech, by Noah 
Snavely.
• CS 543 Computer Vision, by Stevlana Lazebnik, UIUC.
• EECS 442 Computer Vision, by Justin Johnson & David Fouhey, U 

Michigan.

https://www.cs.cornell.edu/courses/cs5670/2022sp/
https://slazebni.cs.illinois.edu/fall22/
https://web.eecs.umich.edu/~justincj/teaching/eecs442/WI2021/

