Conjugate gradient method for minimization [maximization]
The following iteration provably minimizes [maximizes] any quadratic function F with positive [negative] definite D2F:
Initialize at P0;

g0 = h0 := (F(P0);

for i = 0 to n-1

{Pi+1 := minimum of F along the line hi through Pi,


i.e., choose i to minimize F(Pi+1)=F(Pi+i hi);

g i+1 := (F(Pi+1);

 i+1 := (gi+1- g i) ( g i+1 / g i ( g i;

hi+1:= gi+1+ i hi; }

Applying this iteratively, i.e., continuing the for iteration above past n-1 will produce quadratic convergence to the local minimum [maximum] of any convex (positive [negative] definite D2) function.

